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ABSTRACT 

This thesis examines the effect of credit rating announcements released by the three major rating agencies 

(Fitch, Moody’s, and Standard & Poor’s) on European government bonds from 17/01/1991 until 

05/04/2013, by looking at one key area, and three interrelated topics. Firstly, I evaluate the impact of 

credit rating announcements on European government bond returns. Secondly, I appraise their effect on 

the slope of the sovereign yield curve. Thirdly, I assess the implications of the European sovereign debt 

crisis on the credit rating announcement effect. Fourthly, I analyse how rating changes influence 

government bond abnormal returns, depending on the country’s membership of the Eurozone or not, and 

whether the country is in the “Peripheral area” or not. 

My empirical analysis shows the following results: (i) I provide strong evidence supporting the fact that 

both upgrades and downgrades are anticipated by the financial market; (ii) I confirm that the reaction to 

rating announcements is asymmetric; however, this occurs only around the event window, i.e. 

downgrades present significant abnormal returns while upgrades do not; (iii) I find no existence of any 

significant abnormal returns on the post-announcement window; (iv) regarding the slope, there seems to 

be some evidence of significant abnormal returns on the post-announcement window, thus paving the way 

for an investment opportunity, i.e. a Flattener 10s30s, (v) it seems that the European sovereign debt crisis 

did not play any significant role on the announcement effect. Nevertheless, the volatility of abnormal 

returns increased sharply after the crisis; (vi) while on the one hand, the presence of a country in the 

Eurozone does not seem to be a penalizing factor; on the other hand, Peripheral countries experience 

statistically significant negative abnormal returns after and on the event date, but not prior to it. 
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the sovereign yield curve; abnormal returns. 
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1 Introduction 

The aim of my thesis is to answer to one main research question and to three related issues. 

Firstly, I attempt to investigate the impact of credit rating announcements made by the 

three major rating agencies (i.e. Fitch, Moody’s and Standard & Poor’s) on European 

government bond returns using a database from 17/01/1991 to 05/04/2013. Secondly, I 

seek to explain the effect of credit rating announcements on the European government 

bond slope. Thirdly, I analyse the implications of the European sovereign debt crisis on the 

credit rating announcement effect. In other words, I want to discover whether the 

European sovereign debt crisis affects the market attitude towards rating agencies. 

Fourthly, I analyse how rating changes influence government bond abnormal returns, 

depending on the country’s membership of the Eurozone or not, and whether the country is 

in the “Peripheral area” or not. This matter can be rephrased in two questions. Firstly, do 

investors react differently to a rating change whether a country is within or outside the 

Eurozone? Secondly, is there a different investor reaction to a rating change whether a 

country is in the Peripheral area or not? 

In order to achieve my research goals, I collected a dataset composed by the credit rating 

announcements by the three major rating agencies (Fitch, Moody’s, and Standard & Poor’s) 

on the main European sovereigns and the European government bond yields. My base 

analysis ranged from 17/01/1991 to 05/04/2013. Subsequently, I divided my sample 

according to two criteria: a temporal criterion and a geographical criterion. Thus, I first split 

my sample into two sub-samples ranging from 17/01/1991 to 09/05/2010 and from 

09/05/2010 to 05/04/2013. I considered May 9 2010 as a watershed date since it is the 

foundation date of the European Financial Stability Facility (EFSF)1. Additionally, I subdivided 

it based upon the country’s membership of the Eurozone or not, and the country presence 

in the “Peripheral area” or not. 

My research provides five main contributions to the existing academic literature. Firstly, I 

collect an updated dataset, which provides with fresh evidence of the rating announcement 

effect covering the financial crisis and European sovereign debt crisis time frames. Secondly, 

I give a perspective on the European government bond market, not scrutinized by the 

mainstream literature that focuses on U.S. stock market returns. Thirdly, I evaluate the 

effect of credit rating announcements on the slope of the sovereign yield curve. Fourthly, I 

                                                 
1
 Assuming that capital markets are efficient, the introduction of this rescue facility would be beneficial to the 

financial stability of the Eurozone by lowering the borrowing costs for the countries facing financial challenges. 
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conduct an analysis of the rating announcement effect in light of the European sovereign 

debt crisis. In other words, I attempted to test whether the European sovereign debt crisis 

represented a further challenge to the rating agencies, by diminishing their credibility on 

the eyes of investors. Fifthly, I aim at testing whether the Eurozone itself and the Peripheral 

area represent destabilizing elements, which raise investors’ concerns. 

This introductory chapter is structured as follows: section 1.1 provides an overview of credit 

rating agencies, credit ratings, and rating announcements; section 1.2 deals with the rating 

agencies loss of credibility; and section 1.3 depicts the European sovereign debt crisis. 

 

1.1 Credit Ratings and Rating Announcements 

Credit rating agencies can be defined as “commercial firms that assess the ability of 

companies, institutions and governments to service their debts” (Ryan, 2012). While credit 

ratings “are opinions of the credit quality of individual obligations or of an issuer's general 

creditworthiness.” (Moody’s Investors Service, 2009). In other words, a credit rating is an 

independent evaluation of an entity’s ability to make debt payments in a timely fashion, 

synthetized in the form of a simple scale: appendix 1 depicts the rating scale of the three 

main rating agencies. A rating action may take the form of an upgrade or a downgrade. 

There are other two tools used by rating agencies: rating watch and rating outlook. The 

former indicates the heightened probability of a rating change and the likely direction of 

such a change, whilst the latter indicates that the direction a rating is likely to move over a 

one-to-two-year period (Fitch Rating, 2013). An increase (decrease) to a credit rating signals 

to the market that the creditworthiness of the country has changed, and its probability of 

default has increased (decreased). The crucial point is to assess the importance assigned by 

the market and investors to this signal of creditworthiness. 

The impact of rating change actions can be deduced from the market’s reaction to the 

announcement. The hypothesis I will test is that whether a significant change in 

government bond yields, and thus returns, occurs as a consequence of the announcement. 

This would imply that Rating Agencies provide the market with private information. 

 

1.2 Rating Agencies’ Credibility Issue 

Credit rating agencies were perceived as honourable institutions that deliver superior 

information. If they lose their status as trustworthy players, confidence in their 

announcements may diminish and thus, weakening the market impact of rating changes. 
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The Financial Crisis of 2007-2008, and then the European sovereign debt crisis of 2011-2012 

have seriously undermined the Big Three’s credibility since they all failed to predict 

Lehmann Brother’s collapse2 and they issued overly aggressive ratings in the Eurozone. 

Before the financial crisis, credit rating agencies failed to react in a timely fashion to 

changing market conditions, but they played a pivotal role in worsening the credit crisis. 

They boosted the evaluation of complex instruments, failing to fully understand their 

complexity, such as mortgage-backed securities (MBS) and collateralized debt obligations 

(CDO); they did not discover the housing-bubble and subsequently they did not react 

promptly in downgrading them. Moreover, other sources of concern are conflicts of 

interest, lack of transparency and oligopolistic behaviour. 

Afterward, in light of the dramatic increase in sovereign yield spreads during the Euro 

sovereign debt crisis, the controversial debate about the credibility of the three main rating 

agencies has reawakened. 

According to Ferri, Liu, and Stiglitz (1999) rating agencies behave pro-cyclically upgrading 

bonds during boom phases and downgrading them during crisis periods. Do rating agencies, 

as illustrated by these researchers, have the ‘tremendous power to influence market 

expectations’ or they are simply reacting to public domain information? 

Thus, I investigate how market reacted to these failures during the financial crisis and the 

European sovereign debt crisis, by calculating the European sovereign bond abnormal 

returns generated around credit rating announcements, before and during the European 

sovereign debt crisis. The difference in these abnormal returns should demonstrate the 

reputational crisis of credit rating agencies. 

In spite of their credibility crisis, credit rating agencies still play a pivotal role in the market 

since when the investment grade boundary3 is overcome the issuer can have problematic 

aftermaths as many investors are prohibited from investing in sub-investment grade bonds. 

Hence, a downgrade below BBB- or Baa3 can cause a strong selling-pressure since investors 

must close their positions in order to comply with this rule. 

 

1.3 The European Sovereign Debt Crisis 

                                                 
2 Lehman Brothers’ rating was above investment grade until the day the bank filed for Chapter 11. Ratings by 

Moody’s, S&P and Fitch were respectively A2, A and A+. 
3
The boundary from investment grade to "junk" status (Baa3 for Moody's and BBB- for Standard & Poor's and 

Fitch) 
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Although the sovereign crisis is not endogenous to the Eurozone, but originated as a 

consequence of the 2007-2008 financial crisis, it proved to be especially damaging for two 

categories of countries. Firstly, for those whose public debt was already high before the 

outbreak of the crisis (Greece, Italy, and Portugal). Secondly, for those who recorded large 

deficits to rescue their respective banking sectors and avoid their disordered collapse after 

the deflation of credit-fuelled housing bubbles (Cyprus, Ireland and Spain).  

Since the worsening of the financial crisis in September 2008 (Lehmann Brother’s collapse), 

all Eurozone government bond yield spreads to the German Bund have been characterised 

by highly persistent processes with upward trends for countries with weaker fiscal 

fundamentals (De Santis, 2012). Concretely, higher risk aversion has boosted the demand 

for the German Bund and other Core Bonds, such as Austria, Finland, and the Netherlands; 

and conversely it has reduced the demand for Peripheral Bonds, i.e. Cyprus, Greece, Italy, 

Ireland, Portugal, Spain and Slovenia.  

In this respect, a clear lesson emerging from the crisis is that a close bond between the 

banking industry and sovereign risk can seriously endanger the financial stability, especially 

when it is encouraged by a flawed regulatory framework. 

Another lesson to be learnt, that the construction of the Euro area as a whole is based on 

some major weaknesses. Firstly, its inability to ensure the strict application of rules aimed 

at preventing member countries from conducting loose fiscal policies, leading to an 

unsustainable rise in government debt and deficit levels. Secondly, the incompleteness of 

its structure as a monetary union, without a fiscal union, which impaired its capacity to 

promptly and effectively respond to the crisis. This absence of appropriate preventive and 

curative instruments resulted in a generalised crisis, with spill-overs from one country to 

another, that is, contagion.  

At the same time, the crisis showed how the debate around the alternative solutions has 

inevitably a fundamental political dimension. Many of the proposed solutions call for a 

stronger fiscal integration of Euro area member countries. However, it remains crucial to 

not produce detrimental incentives on the adoption of rigorous fiscal measures as the 

potentially arising moral hazard problem would eventually build the basis for the next crisis.  

As such, any solution to the Eurozone debt crisis will not be definitive unless it is effective in 

preventing the contagion and in providing the right incentives for fiscal discipline. 

On the back of this debate, I want to answer to my two last research questions. Firstly, I will 

investigate whether the European sovereign debt crisis affects the market attitude towards 
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rating agencies; and secondly, I will analyse the divergent market reactions to rating 

changes depending on if the European country is a member of the Eurozone or not and if it 

is in the ‘Peripheral area’ or not. 

 
 

2 Literature Review 

 

This chapter describes, in a chronological order, the evidence in the existent literature on 

the informational value of credit rating change. 

Whereas the prevailing literature deals with U.S. stock market returns at a company level, 

there are relatively few works on bond market, and almost a non-existent body of work 

done specifically on the European sovereign bond market.  

Notably, most of the research scrutinizes the activity either of Moody’s or Standard & 

Poor’s whilst Fitch lies substantially behind since the credit rating industry has historically 

been dominated by just these two agencies (Becker and Milbourn, 2008) and Fitch only 

gained prominence in the marketplace during the past 15 years. 

The informational value of credit rating changes is a well-debated topic; however, the 

findings are controversial and they evolved with time.  

Weinstein (1977), Pinches and Singleton (1978), Kaplan and Urwitz (1979), and Wakeman 

(1981) may be considered as the pioneers of this field of literature. The first two works 

failed to find any significant results of price changes around the announcement date; whilst 

the second two asserted that ratings did not provide new information to the market, since 

credit rating agencies only dealt with information that was already in the public domain.  

Conversely, subsequent scientists showed that Rating Agencies did in fact convey some new 

information, for example: Ederington and Yawitz (1991). Furthermore, Griffin and 

Sanvincente (1982); Wansley and Clauretie (1985); Holthausen and Leftwich (1986); and 

Cornell et al. (1989) provided the literature with even more revealing results, characterising 

the subsequent stream of papers extensively. They found an asymmetrical behaviour in 

common stock price reaction. In other words, the price impact is significant with respect to 

downgrades in the order of roughly 2%, but not with respect to upgrades. Despite these 

findings, Stickel (1986), working on preferred stocks, found evidence that was consistent 

with price effect for both upgrades and downgrades. 

Later researchers dealt with this issue; however, they only fine-tuned the results.  
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Beneficial for the analysis was the introduction of daily data. For instance, Hand, 

Holthausen and Leftwich (1992) examined daily excess bond and stock returns associated 

with two kinds of announcements: firstly, additions to Standard & Poor’s Credit Watch list 

between 1981 and 1983, and secondly, actual rating changes made by Moody’s or Standard 

& Poor’s between 1977 and 1982. Additions to Standard & Poor’s Credit Watch list did not 

present significant average excess bond returns. Actual rating changes generated more 

significant results only for downgrades, stronger for stocks than bonds, while there was a 

weaker and not significant effect for upgrades. Thereby, this asymmetric effect between 

downgrades and upgrades was confirmed. Moreover, they dealt with the concepts of 

“expected” and “contaminated” rating change. If the yield to maturity of the bond under 

scrutiny was greater (lower) than a benchmark they stated that market implied that the 

bond had greater (smaller) default risk than comparable bonds. Thereby, a downgrade was 

viewed as expected (unexpected). An announcement was defined as “contaminated” if it 

occurred simultaneously with news disclosures from sources such as the Wall Street 

Journal.   

Goh and Ederington (1993) analysed the reaction of common stock returns to bond rating 

changes. They argued that the significant negative stock response to downgrades should 

not be expected for all downgrades for two reasons. Firstly, some rating changes were 

anticipated by investors; and secondly, downgrades should be ‘good news’ for stockholders, 

because wealth was transferred from bondholders to stockholders. More specifically, they 

made a demarcation between downgrades triggered by an increase in financial leverage 

and those caused by deterioration in fundamentals, such as earnings, cash flows, or 

company's financial prospects. They found that downgrades triggered by deterioration in 

fundamentals produced a negative stock price return (-1.18%), whereas there was no 

statistically significant reaction to downgrades associated to an increase in financial 

leverage.   

Klinger and Sarig (2000) found that “rating information does not affect firm value, but that 

debt value increases (decreases) and equity value falls (rises) when better (worse) than 

expected ratings are announced”, thus corroborating Goh and Ederington (1993) findings. 

Jorion, Liu, and Shi (2005) considered the investors’ behaviour towards such 

announcements in the U.S. prior and after the SEC’s Fair Disclosure Regulation (October 

2000). This regulation was aimed at preventing selective disclosure by public companies to a 

restricted number of market participants, such as analysts, brokers, or institutions. It ruled 



 9 

that “the issuer shall make public disclosure of that information [...] simultaneously, in the 

case of an intentional disclosure; and [...] promptly, in the case of a non-intentional 

disclosure”4. However, there is an exception: public companies were permitted to disclose 

private and price-sensitive information to credit rating agencies. Therefore, after October 

2000 credit rating agencies should be seen as a vehicle of new, fresh, and potentially price-

sensitive information in the U.S. market. Providing evidence consistent with the existing 

literature, they showed there was an asymmetric behaviour towards announcements made 

before the regulation. Precisely, downgrades generated significant negative abnormal 

returns (-3.06%), whereas upgrades did not.  Consequently, after October 2000 the reaction 

to announcements was still asymmetric but both the impact of downgrades and upgrades 

were statistically significant and they sharply increased, respectively by -4.85% and 1.17%.  

In a following study, Hooper, Hume, and Kim (2008) ascertained that rating agencies 

provide the stock market with new tradable information. Furthermore, they further 

confirmed previous literature about the asymmetric effects of rating announcements. 

Interestingly, this paper dealt with sovereign credit rating change. While research to date 

was keen to analyse the impact of rating changes at the company level, this paper uses a 

panel of 42 Countries, covering the major regions throughout the world during the period of 

1995-2003. 

In an almost contemporary work, Ferreira and Gama (2007) found asymmetric spill over 

effects of one country’s rating events on others’ stock market returns. 

Calderoni, Colla, and Gatti (2009) used a pan-European sample of more than 500 credit 

rating changes released by Moody’s over the period 2002-2007. Their findings corroborated 

existing literature on U.S. markets. Indeed, the stock price reaction to rating changes is 

asymmetric. Controlling for the prior credit quality and the magnitude of the rating change, 

they showed that this asymmetry was mitigated. Furthermore, taking into account that 

information asymmetries were less severe in UK market and in the financial sector, they 

found a larger effect for downgrades on non-UK issuers and non-financial companies. 

Subsequently, May (2010) found that the corporate bond market inferred some new 

information both from downgrades and upgrades, being highly statistically significant at 1% 

level. The former generated an average two-day abnormal bond return of -0.64%, while the 

latter of +0.21%. Consistent with the existing literature, the reactions to upgrades was 

                                                 
4
 Regulation Fair Disclosure - Reg. FD 
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smaller in absolute value showing again an asymmetric behaviour, while it differentiated 

from most of the previous works since he found significance also for upgrades. 

In a very recent study, Michaelides et al. (2012) analysed the effect of sovereign debt rating 

changes on daily stock market returns. They found evidence that sovereign debt rating 

downgrades negatively affected the local stock market prior to the announcement and 

surprisingly, in a slight positive manner after the announcement; whilst upgrades generated 

a positive stock market response around the announcement dates. 

As shown in this chapter, there is a profusion of U.S. literature, corroborating the 

hypothesis that downgrades, and by some extent even upgrades, provide the market with 

new and potentially price-sensitive information, determining statistically significant 

abnormal returns for security prices. The aim of my work is to investigate whether there are 

significant yield reactions associated with the announcement of credit ratings changes even 

for European government bond setting.   

The remainder of this paper will address this issue. Precisely, chapter 3 will describe the 

dataset; chapters 4 and 5 will describe respectively the methodology and the model I 

employed for my analysis; chapter 6 will clearly state the hypotheses and the testing 

procedure; chapter 7 will present my empirical results; and chapter 8 will draw my 

concluding remarks and will pave the way for future works. 

 

 

3 Dataset 

My sample is represented by rating changes for a panel of European countries rated by 

Fitch, Moody’s and Standard and Poor’s from 1991 to 2013. Notably, my sampling period 

covers quite a long time frame (22 years), but at the same time it is particularly updated. 

Indeed, it ends just a short time before the submission date of this work. Contrariwise, the 

existing literature concludes usually from two to ten years before the publication dates. 

The focus is on more than one Rating Agency, since according to Cantor and Packer (1996) 

the impact of one agency’s announcement is greater if the announcement confirms the 

other agency’s rating or another previous rating announcement. Although there are 34 

registered rating agencies in the “Official Journal of the European Union”5, and over one 

hundred national and regional rating agencies all around the world which could issue 

                                                 
5 The list is published by ESMA as of 20

th
 March 2013 
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ratings, the reliance on the so called “Big Three” is driven by the fact they represent the 

great majority of the global market share6.  

Historical ratings and rating change dates were obtained from Fitchrating.com with respect 

to the first rating agency, while with regard to the remaining two they were hand collected 

from the Bloomberg database7. Rating Agencies’ websites, Factiva database, the Financial 

Times (ft.com) and the Wall Street Journal (wsj.com) were used to analyse the reasons 

behind each rating change.  

Table 1 shows my original sample composition. The total amount of rating actions collected 

is equal to 3928, corresponding to 198 downgrades and 194 upgrades. Specifically, Fitch 

announced 60 downgrades and 67 upgrades during my sample period, Moody’s 64 

downgrades and 60 upgrades, and Standard & Poor’s 74 downgrades and 67 upgrades.   

 

Table 1: Original sample of rating actions: descriptive statistics (from 1991 to 2013) 

 

As fully expected and reflecting the economic cycle, rating changes tend to cluster over 

time. On the one hand, Figure 1 provides evidence of downgrade clustering during the 

financial crisis and the European debt crisis time frames. Indeed, from 2008 to 2013 credit 

rating agencies announced 156 downgrades, almost 80% of the total number of 

downgrades in my sample period. On the other hand, from 1998 to 2004 the same figure 

shows a concentration of upgrades, amounting to more than 60% of the upgrade sample.   

Further remarkable evidence provided by the figure is that the frequency of rating changes 

seems to increase over the sample period. 

                                                 
6 Roughly 95% according to “The Economist” 

7 They cannot be downloaded neither from Bloomberg nor from other sources. 

8 Between the conclusion of my empirical analysis and the submission of this work, other three countries were 

subjected to a rating action. Precisely, UK was downgraded by Fitch from ‘AAA’ to ‘AA+’ on April 19 2013, 

Slovenia was downgraded by Moody’s from ‘Baa2’ to ‘Ba1’ on April 30 2013, and Greece was upgraded by Fitch 

from ’CCC’ to ‘B-’ on May 14 2013. 

Downgrade Announcements Upgrade Announcements Rating Change Announcements

Fitch Ratings 60 67 127

Moody's Investors Service 64 60 124

Standard & Poor's 74 67 141

Grand Total 198 194 392
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Figure 1: Rating change distribution over the sample period 

 

Moreover, in order to include an event in the sample, I require non-missing information 

both on bond yields and prices. For this reason my clean sample leaves out 146 events, thus 

it is constituted by 246 rating announcements, corresponding to 150 downgrades and 96 

upgrades. Table 2 describes my adjusted sample composition. 

Table 2: Adjusted sample of rating actions: descriptive statistics (from 1991 to 2013) 

 

 

Table 3 divides the rating actions by the number of notches the rating was respectively 

lowered or raised. 

Table 3: Rating changes classified by notches 

 

I matched credit ratings of Standard & Poor's with comparable ratings of Moody's and Fitch 

according to the Bank for International Settlements (BIS)9 setting stated in the Basel 

Committee's consultative document “The New Basel Capital Accord”.  

                                                 
9
 Bis.org 
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Subsequently, I transformed the rating variables into numbers, assigning a numerical rating 

that goes from 23 to 1, respectively from the highest credit quality (AAA) to the lowest 

creditworthiness in my sample (D). 

Further to the rating changes, my sample is constituted by European Government Bond 

Yields and Prices. Precisely, the former are Redemption Yields, i.e. Yield to Maturity (YTM); 

the latter are Clean Prices, which differ from Dirty Prices because these exclude any interest 

accrued since the most recent coupon payment, or the issue date. The relationship 

between Clean and Dirty Prices is as follows:  

 

ὅὰὩὥὲ ὖὶὭὧὩὈὭὶὸώ ὖὶὭὧὩὃὧὧὶόὩὨ ὍὲὸὩὶὩίὸ     ρ 

 

I used the 10 year and 30 year constant maturity prices and yields since these are, as well as 

the 5 year maturity, the most liquid ones. Furthermore, they are also the most widely used 

by practitioners: therefore, they are the most employed in actual trading strategies. 

Additionally, they show a considerable long modified duration. By maximising the duration I 

would increase the likelihood of detecting excess bond returns, however my goal is to reach 

the right balance between duration and information, i.e. liquidity.  

These time series were downloaded from DataStream. Since a precise measure of accrued 

interest was not available from this data provider, I transform daily redemption yields into 

daily returns by computing the duration of the bond and multiplying it by variations in 

yields. In order to perform this log-linear approximation a stepwise approach is required.  

Firstly, I compute log yields for the bond: 

ὰώ ÌÎρ
ὰὥὫώὭὩὰὨ 

ρππzςυς
     ς 

Where ln is the natural logarithm, lag is the lag operator, ὰώ is the daily log-yield, and 252 

is the average number of trading days in one year. 

Secondly, I approximate the bond durations (Dur) by assuming that coupons are equal to 

the yield to maturity: 

Ὀόὶςυςz

ρ ρ
ώὭὩὰὨ
ρππ

ρ ρ
ώὭὩὰὨ
ρππ

     σ 

Thirdly, I calculate returns following this formula: 

ÌÎ Ὑ ÌÁÇ$ÕÒzÌÁÇÌÙͅÄ ÌÁÇ$ÕÒρ ÌzÙͅÄ     τ  
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Where ÌÎὙ is the daily log return, lag is the lag operator, and Dur the duration. 

Then, I employed the Clean Bond Prices to double check the correctness of my dataset10. 

I decided to employ bond data and not CDS data for two reasons. Firstly, the main 

advantage of CDS versus bonds is that they are more liquid. However, while it would have 

been a serious issue for corporate bonds11, it is not the case for sovereign bonds. Secondly, 

the CDS market is a relatively new one and the length of the sample period would have 

been considerably shortened.  

Moreover, I used daily data since according to Bessembinder et al. (2009) daily bond data 

can significantly increase the power of tests. 

In order to perform my analysis I utilized two key pieces of software: MATLAB and Microsoft 

Excel, with the support of Visual Basic. 

The following chapter aims at describing the methodology applied to conduct the event 

study in this paper. 

 
 

4 Event Study Methodology 

In this paper I applied the Standard Event Study Methodology explained by MacKinlay 

(1997) and Mitchell and Netter (1994).  

Event studies have a long history. Some well-known examples are: Dolley (1933), pioneer of 

the event study theory, analysed the price effect of stock splits; Ball and Brown (1968) dealt 

with the information content of earnings; and Fama, Fisher, Jensen, and Roll (1969) 

considered the effects of stock splits after removing the effects of simultaneous dividend 

increases. Although there is no unique structure in conducting this methodology, I followed 

the guideline of the “seven steps” structure proposed by Campbell, Lo, and MacKinlay 

(1997), which in my view is the most comprehensive one. 

Thus, according to these guidelines: first, I described the dataset I used which has been 

already presented in the previous chapter. Second, I defined the event, the event date, the 

event window and the estimation period. Third, I depicted the Normal and Abnormal 

Return. Fourth, I selected the model and defined the estimation procedure. Fifth, I 

introduced the hypotheses and the testing procedure. Sixth, I showed my empirical results. 

Seventh and final, I presented my interpretation of the results and my conclusions.  

                                                 
10

 I discovered 4 outliers out of 139,282 returns. 
11

 The average bond only trades 52 days a year and conditional on trading, only 4.62 times per day (Bessembinder et 

al., 2008). 
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The first point has already been presented in the previous chapter, while the second and 

the third points are covered in this chapter. The following four topics represent four stand-

alone chapters that as a whole complete the work and answer the research questions.  

 

4.1 Event, Event Date, Event Window and Estimation Period 

The “Event”, as already presented in the previous paragraphs, is the rating change 

announcement. The “Event Date” is defined as the press release date by Rating Agencies of 

a downgrade or an upgrade (hereafter t=0); whereas my “Event Windows” are [day 0; day 

+1], [day -5; day +1], [day -1; day +5], [day -20; day +1], [day -1; day +20], and [day -20; day 

+20]. With respect to the first event window [day 0; day +1], the choice of the 

announcement day and the trading day immediately after is quite straightforward. This is 

performed to capture the yield effects of a press release which is held after the market 

closure. With regard to the other four event windows, the choice of extending it up to 20 

trading days prior to and after the announcement date was to investigate respectively the 

possibility of an acquisition of such information by the market prior to the actual 

announcement or the case of a potential over-reaction or under-reaction by investors. 

Moreover, analysing both pre-announcement and post-announcement windows I can 

evaluate respectively the cumulative intensity of this leakage of information and this 

behavioural phenomenon. 

Finally, I have to define the “Estimation period”, which is a normal period without any other 

significant specific perturbing events. My estimation window lasts 255 trading days [-275 

days; -20 days], approximately equivalent to a calendar year. I decided to use an estimation 

period slightly longer than the length commonly used in the stock literature, because the 

variance of bond returns is lower than the one of stock returns. Even if from a theoretical 

standpoint the estimation period should be a period without any other significant specific 

perturbing events, in practice the estimation windows are very likely to be contaminated, at 

least partially. 

Figure 2 displays the estimation window [-275; -20], the event window [-20; +20], and the 

event date. 
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Figure 2: The estimation window [-275; -20], the event window [-20; +20], and the event date [0]. 

 

4.2 Normal and Abnormal Returns 

Bruner (2004) dealt with a different kind of event study, i.e. Merger’s announcement, and 

depicted three ways to test whether an event has an impact on the security returns or not. I 

adapted his approaches to my case study: 

 

1) Is the price of the bond statistically different from before to after the announcement? 

This comparison is widely used; however, this is a naïve approach. It does not take into 

account that other factors might have generated this price change, unconnected to the 

announcement. Random noise, especially in the short-run, drives security prices and for 

this reason, this simple approach is clearly unreliable. 

2) Is the return on the bond statistically different than the one of a benchmark? Using a 

market index, or a sample of comparable bonds that did not experience any rating 

announcement in the sample period, controls for the possibility that the actual returns 

were determined by other idiosyncratic factors, rather than by the rating 

announcements, thus reinforcing the study. However, benchmarks are still imperfect, 

since it is unreasonable to think about a constant sensitivity equal to one.  

3) Is the return on the bond statistically different to what it would have been without the 

rating announcement? According to Bruner (2004) and a number of other researchers 

this would be the “gold standard” test.  

 

Since this third approach is proved to be the superior one, I will develop my research based 

upon this method. Before conducting the core of my event study, I have to determine the 

abnormal and the normal bond returns related to the rating announcement. The log 

abnormal returns (ARit) are defined as the difference between the actual ex-post (realized) 

   ESTIMATION WINDOW                          EVENT WINDOW         

 

 

 

          -275                                                                                    -20                                0                               +20    

 

                                                                                                                                 EVENT DATE                                                                                                                                                                                                                                                                                                                                    
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log return of the bond (Rit) and a normal log return of the bond over the event window 

(NRit) or benchmark: 

ÌÎὃὙÉÔ ÌÎὙÉÔ ɀÌÎὔὙÉÔ      υ 

 

where ARit is the abnormal log return for observation i on day t, Rit is the daily log return 

calculated over the event window, and NRit is the daily normal log return, i.e. the return 

that would have been realized, had no event occurred. 

 

Whilst computing the first part of the RHS is quite straightforward, the second part may 

involve some problems, indeed normal returns require the choice of an appropriate asset 

pricing model, or factor model. The following section is designated at explaining this issue. 

Further to use normal returns and abnormal returns, I will employ average abnormal 

returns (AAR), cumulative abnormal returns (CAR), and cumulative average abnormal 

returns (CAAR). 

The average abnormal return (AAR) aggregates abnormal returns across rating change 

events (N) in the sample to compute the simple cross-sectional average abnormal return at 

each time t. By taking the average, I removed the idiosyncratic component of returns which 

is due to the security specific information, and not due to the rating change event. The 

average abnormal log return (AAR) is defined as follows: 

ÌÎ!!2Ô 
ρ

ὔ
ÌÎ !2ÉȟÔ     φ 

 

The cumulative abnormal log return (CAR) sums abnormal returns across time, for all the 

trading days (T) in the event window. The cumulative abnormal log return (CAR) is 

computed as: 

ÌÎ#!2Ô ÌÎ !2ÉȟÔ     χ 

 

The cumulative average abnormal log return (CAAR) can be identified either as the sum of 

AARs over the T trading days in the event window or the average of CARs computed for all 

rating change events (N). The two alternative equivalent formulas are:  
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ÌÎ #!!24 ÌÎ !!2Ô      ψ 

 

ÌÎ#!!2. 
ρ

.
ÌÎ #!2É     ω 

 

The CAAR is a useful statistical tool further to the AAR and the CAR because it permits to 

recognise the aggregate effect of abnormal returns. Moreover, when the event’s effects are 

not only on the event date itself but also around it, i.e. during the event window, the 

introduction of the CAAR is extremely beneficial for the analysis. 

 

 

5 Model selection 

The literature presents a vast number of methods to describe a security’s normal returns. 

According to Campbell, Lo, and MacKinlay (1997) there are two categories in which models 

can be classified: Statistical and Economic models.  

On one hand, the first category concerns the behaviour of asset returns, without relying on 

any economic assumptions. Additionally, the basic statistical assumption involves 

independently and identically distributed normal returns with mean µ and variance-

covariance matrix Σ for all t. 

On the other hand, the second category has an economic background, but at the same time 

is based upon statistical theory. Furthermore, they restrict the parameters of statistical 

models to provide more constrained returns. 

Further to this classification, Henderson and Glenn (1990) and other researchers, described 

common choices for modelling the normal return. There are three prevalent categories, 

with a number of differences: first, “the constant mean return”; second, “the single-index 

model”; and third, “the multi-index model”. 

 

5.1 The constant mean return model 

The first category of models is constituted by the “constant mean return model”, which 

assumes that the mean return of a given bond, or more broadly a return of a given security, 
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is constant through time. Thus during the event window the bond is expected to have the 

same return of the estimation period. 

 

ὙÉÔ  ʈÉ  ÉÔ     ρπ 

 

With Ὁ ÉÔ π and ὠὥὶÉÔ ʎ
É
 

 

Where ʈÉ is the sample mean of historical bond returns and ÉÔ is an error term. 

 

This model was introduced for calculating abnormal bond returns by Handjinicolaou and 

Kalay (1984) with the name “mean-adjusted model” and nowadays is still the most 

commonly used method in the literature, for both daily and monthly bond data.  The 

abnormal return is computed as the difference between the historical return on the bond 

and the return on a risk-free bond, i.e. the three-month German bill or the three-month 

German FIBOR. The log excess return (ER) for bond i during period t is calculated as the 

actual bond’s log return (Ὑ), minus the log return on the German security (Ὑ ): 

ÌÎ %2 ÌÎὙ ÌÎ Ὑ      ρρ 

The mean expected excess log return (EER) for bond i is equal to the average ÌÎ %2 for the 

previous t periods (the estimation period): 

ÌÎ ὉὉὙ  
ρ

4
ÌÎ ὉὙȟ      ρς 

Despite it is not really accurate, over short time intervals it is less likely to be incorrect. 

Although it is a naïve model and generates sub-optimal results, according to Brown and 

Warner (1985) this simple model produces results comparable to those of more 

sophisticated models, because more sophisticated models often do not dramatically 

diminish the variance of abnormal returns. 

 

5.2 The single-index model 

The second class of models is represented by the “single index model” or single factor 

model. It greatly simplifies the estimation of the covariance matrix with respect to the 

classical Markowitz (1952) procedure. The main assumption behind a factor model is that 

the returns on two securities will be correlated only through common responses to the 

factor. What is not explained by the factor model is considered to be security specific. The 

single index model, on the other hand, uses the market index as a proxy for the common 
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factor. It relates returns on each security to the returns on the common market index, by 

dividing returns into two components É and ÉὙÍÔȢ The first equation represents the single 

factor model, while the second one expresses the single index model: 

 

ὙÉÔ ὉὙÉÔ É ὊÔ ÉÔ     ρσ 

 

ὙÉÔ  É É ὙÍÔ ÉÔ      ρτ 

 

With Ὁ ÉÔ π and ὠὥὶÉÔ „
É
 

 

Where ὊÔ is a zero mean factor, Rmt is the return on the market portfolio, É is the slope 

coefficient and measures the security’s sensitivity to market movements, É is the intercept 

and ÉÔ is the residual or the security specific disturbance. The key assumption of the single 

index model is Cov( É ; Ê) = 0 for all i ≠ j. 

 

An extremely popular and widely used version of the single index model is the Capital Asset 

Pricing Model (CAPM) of Sharpe (1964) and Lintner (1965). However, the CAPM is an 

equilibrium model, where the expected return of a given security is a linear function of its 

covariance with the return of the market portfolio, and the single index model is not. The 

former uses the market portfolio, while the latter employs a broad market index, as an 

approximation of the market portfolio. Although the CAPM does not fully withstand 

empirical results, it was widely used because of the insight it offered and because its 

accuracy was deemed acceptable for important applications (Bodie, Kane and Marcus, 

2011). However, due to these deviations in empirical results, the use of the CAPM in event 

studies has almost ceased (Campbell, Lo, and MacKinlay, 1997) and the CAPM is replaced by 

other single index or market models. Moreover, Bouquist, Racette, and Schlarbaum (1975) 

and Gultekin and Rogalski (1985) argued that the CAPM is not fully effective in describing 

bond returns, showing that the beta of a risk-free bond is not stationary, since it is 

proportional to its duration.  

 

Another component of this class of models is the “non-risk adjusted market model”. It can 

be considered as a special case of the single index market model with É π and É ρ. 

With this model, the bond will yield, without any announcements, the same return as the 
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market portfolio. In this case the estimation period is not required, because parameters are 

fixed, thus they do not need to be estimated. Therefore, although it may lead to biased 

results, it is particularly useful when there is not enough data for an estimation period. 

 

A slightly different model is the “control portfolio return model” or “matching portfolio 

return model”.  In this case, a portfolio of comparable bonds, not subject to any events, is 

picked. The similarity between the bond and its peers is evaluated both ex-ante, dealing 

with bond in similar rating classes, and during the estimation period. 

 

5.3 The multi-index model 

The final group of models is characterized by the “Multifactor model” or “multi-index 

model”. This model differs from the single-index approach since it considers that security’s 

returns are sensitive to more than one index or factor. Using a Multi-factor model allows 

the direct use of economic forces that systematically affect the security’s return, while in 

the single-index model the market portfolio’s return proxies the whole effect of macro 

factors. Theoretically, these should provide a superior description of security returns. 

Indeed, they are more effective at explaining historical covariances than the single index 

model. However, it may well be that a factor model that is satisfactory today, will not hold 

up to future scrutiny. The first equation represents the multi factor model, while the second 

one expresses the multi index model: 

ὙÉÔ ὉὙÉÔ ÉË ὊËÔ ÉÔ     ρυ 

ὙÉÔ  É ÉË ὍËÔ ÉÔ     ρφ 

With Ὁ ÉÔ π and ὠὥὶÉÔ „É 

 

where ὍËÔ is the index k at time t. The rest of the notation has already been introduced in the 

single index case. 

 

A well-known application of the multifactor model is the Arbitrage Pricing Theory (APT), 

introduced by Ross (1976). Similar to the CAPM, the APT forecasts a security market line 

linking expected returns to risk. However, it relies on different assumptions. These are the 

three main propositions: firstly, securities can be described by a factor model; secondly, 
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there are sufficient securities to diversify away the idiosyncratic risk; thirdly, well-

functioning security markets do not allow for the persistence of arbitrage opportunities. 

Although the APT has a number of advantages, Brown and Weinstein (1985) state that the 

use of APT complicates the implementation of an event study, with little practical 

advantage relative to the unrestricted market model. Thus, there seems to be no sufficient 

reason to use an economic model rather than a statistical model in an event study.  

 

Among the multi-factor model universe, I will consider three alternative models for bond 

returns. 

Gultekin and Rogalski (1985) found that “at least two factors are linearly related to mean 

bond portfolio returns”12, suggesting that a two-factor model may be a good model to start 

with. Thus, the first one is the two-factor model proposed by Fang and Woo (1991): 

ὙÉÔ  É Éρ ὍρÔ Éς ὍςÔ όÉÔ      ρχ 

όÉÔ  ”É όÉÔȤρ ὩÉÔ     ρψ 

With I ”É I ≤ 1 

Var (όÉÔ) = 
 

 

Where: 

Rit = Bond return I for i=1,…,n at period t=1,…,T; 

I1t = Percentage change of short-term interest rate at time period 1; 

I2t = Percentage change of long-term interest rate at time period t; 

uit = First-order autoregressive (AR(1)) error for bond I at time t; 

eit = White noise with zero mean and (constant) finite variance ɨi 

 

The second model is an extension of the renowned Fama-French three-factor stock return 

model (Fama and French, 1992) which includes these three factors: the market risk 

premium factor, small minus big factor, and high minus low factor. Further to these three 

classical factors this five-factor bond model, proposed by the two authors in 1993, adds two 

additional ones: first, the slope of the Treasury yield curve (TERM), calculated as the spread 

between a long term constant maturity rate and short term constant maturity rate; and 

second, the default premium (DEF), calculated as the difference between yield to maturity 

                                                 
12

 Gultekin, N., B., and Rogalski, R., J. (1985) Government bond returns, measurement of interest rate risk, and the 

arbitrage pricing theory. Journal of Finance 40, p 60 
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on a long term Baa corporate bond index and long term sovereign constant maturity rate. 

This bond model is presented as follows: 

 

Ὑ"ÏÎÄ ÐÔ ὙÆ Ô    ὙÍÔ ὙÆÔ ίὛὓὄÔ ὬὌὓὒÔ ὸὝὉὙὓÔ ὨὈὉὊÔ  ÐÔ     ρω 

 

Challenging this model, Hahn and Lee (2006) discovered that changes in the default spread 

(Δdef) and changes in the term spread (Δterm) are positively correlated respectively with 

SMB and HML factors. For this reason, when in the model there are Δdef and Δterm, the 

Fama-French SMB and HML factors are redundant in explaining the size and book-to-market 

effects. Therefore, size and value premiums seem to be a reward for greater exposure to 

the factors of credit market conditions (ΔDef) and interest rates (ΔTerm). 

The two researchers use the negative of changes in the default spread as an alternative 

macroeconomic proxy for the risk underlying SMB. Their explanation is as follows: “Since 

SMB is the return differential between the portfolios of small and large firms, increases 

(decreases) in the default spread would be associated with lower (higher) 

contemporaneous returns on SMB on average” (Hahn and Lee, 2006). 

Hahn and Lee use changes in the term spread as an alternative macroeconomic proxy for 

the risk underlying HML. Their explanation is as follows. “Interpreting the effect captured by 

HML as an involuntary leverage effect, in the sense that firms with high book-to-market 

ratios (market leverage high relative to book leverage) have a large amount of market 

imposed leverage. Since declining interest rates are likely to have a greater positive effect 

on firms with heavier debt burden than on less levered firms, we can expect increases 

(decreases) in the term spread to be associated with higher (lower) returns on HML on 

average” (Hahn and Lee, 2006). 

Therefore, the Hahn and Lee (2006) model can be expressed as: 

 

Ὑ"ÏÎÄ ÐÔ ὙÆ Ô   ρ ὙÍÔ ὙÆÔ ςɝὝὉὙὓÔ σɝὈὉὊÔ  ÐÔ     ςπ 

 

The third model is a six-factor model suggested by Elton, Gruber, and Blake (1995): 

 

Ὑ"ÏÎÄ ÐÔ ὙÆ Ô  ρ ὟὋὈὖÔ ςὟὅὖὍÔ σὈὙὖÔ τὙ"ÏÎÄ- Ô υὙÍÔ φὝὩὶάÔ Ô 

                                                                                                                                                                          ςρ 

Where: 

2"ÏÎÄ ÐÔ = the average bond return at time t  
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UGDP = the unexpected change in gross domestic product 

UCPI = the unexpected change in the consumer price index 

DRP = the default risk premium 

RBondM = the return on the Lehman corporate bond index 

Rmt = the excess return on the CRSP value weighted stock index 

Term = the slope of the term structure.  

 

However, I have to exclude the two macroeconomic factors (unexpected change in gross 

domestic product and unexpected change in the consumer price index) as they are no 

longer available, but Gutierrez, Maxwell, and Xu (2007) found that removing these factors 

does not substantially reduce the model’s goodness of fit. 

 

5.4 Model choice and estimation 

After overviewing the different models, I decided to focus on two models for my analysis. 

The former is a simple factor index model, where the factor is constituted by the excess log 

return on the 10 year constant maturity German Bund. Although it is a naïve model, it is a 

broadly used method in the literature. Indeed, this simple model generally produces results 

comparable to those of more sophisticated models and it does not lower significantly the 

goodness of fit. 

The latter is a multi-factor model, precisely the three-factor bond return model by Hahn and 

Lee (2006). I employ both the pure Hahn-Lee model by regressing the change in the Term 

and Default spread factors and a modified Hahn-Lee model which regresses the level 

instead of the change in the above mentioned factors, similarly to the original Fama-French 

five factor model. The three factors employed in developing the model are as follows. 

Firstly, the market risk premium factor is provided by the excess log return on the STOXX 

Europe 50. This is a European stock index, which covers 50 stocks from 18 European 

countries; thus, it better represents the European market than the Euro STOXX 50, which 

covers only the Eurozone countries. Secondly, the term spread factor (ΔTerm) is provided 

by the difference between the 10 year constant maturity German Bond excess log return 

and the 2 year constant maturity German Bond excess log return. Thirdly, the default 

spread factor (ΔDef) is given by the difference between the Moody's Seasoned Baa 

Corporate Bond Yield (DBAA) and the 10 year constant maturity German Bond excess log 

return. 
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I estimated the parameters of the model via OLS, as follows: 

ɼ 88 ὢᴂὣ     ςς 

 

The parameters are respectively ɼ and ɼ in the single factor model case while  ɼȟɼȟɼ 

and ɼ in the three factor model case. The R squared and the Adjusted R squared for the 

Single Factor Model are respectively 16.34% (Mean R2), and 15.30% (Mean Adjusted R2); 

whereas for the Multi Factor Model are respectively 46.82% (Mean R2), and 46.16% (Mean 

Adjusted R2). The OLS estimation is the prevailing procedure in the existing literature, e.g. 

Hand et al. (1992), Goh and Ederington (1993), Kramer (2001), and Pynnönen (2005). This is 

due to the fact that OLS estimators are the best linear unbiased estimators (BLUE). 

However, this holds only under some assumptions13. Thus, if these assumptions are violated 

the OLS is not any more BLUE. Indeed, when dealing with event studies OLS estimators 

might be affected by the presence of serial correlation and conditional heteroskedasticity in 

the error terms. Although these two violations would both imply the OLS estimators to be 

inefficient14, they are still consistent and unbiased. Consistency and unbiasedness are 

indeed the properties required when computing normal returns in event studies. Moreover, 

a number of researchers showed that, in an event study, the advantages of using the GLS 

estimators are empirically not important and there is very little evidence that they deliver a 

superior outcome (for example, Glenn and Henderson, 1990).  

The empirical results will be presented in the chapter seven, while in the following chapter I 

formulate the main hypotheses I test with my empirical analysis. 

 

 

6 Hypotheses and Testing Procedure  

In this chapter, I will be testing the main hypotheses of this empirical work. On the one 

hand, receiving insights from the existing literature, I test whether two meaningful general 

findings still apply to my dataset or not, i.e. the effect of rating announcement on European 

                                                 
13

 The assumptions are as follows (Brooks, 2008): firstly, the errors have zero mean; i.e. Ὁ‐ π. Secondly, the 

variance of the errors is constant (homoskedasticity) and finite over all the values of xt; that is ὺὥὶ‐  „  Њ. 

Thirdly, the errors are linearly independent of one another; i.e. ὧέὺ‐ ȟ‐ π. Fourthly, there is no relationship 

between the error and the corresponding x; that is ὧέὺ‐ ȟὼ π. Fifthly, the errors are normally distributed; i.e. 

‐ͯ  .πȟ„ . 
14

 They no longer have the minimum variance among the class of unbiased estimators 
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government bond and their asymmetric reactions; on the other hand, I will enrich the 

existing literature by dealing with four fresh issues. 

The first class of hypotheses is composed as follows: 

First, I aim at testing the impact of credit rating announcements on European government 

bond returns. In order to achieve my goal, I test the following three Null Hypotheses for 

both downgrades and upgrades: 

 

i) H0: The average abnormal return (AARt) on day t of the event window is equal to 

zero. 

While the alternative hypothesis (H1) is that AARt are smaller than zero in case of 

downgrades, conversely, greater than zero in case of upgrades. 

The test statistic is a ‘one sample T-test’ and it is calculated as follows: 

Ὕ  
ὃὃὙ

Ὓ

Ѝὔ

       ςσ  

where ὃὃὙt are independent and identically distributed and the T-statistic follows a 

Student’s T distribution with N-1 degrees of freedom. Although daily bond returns show 

some evidence of departure from normality, with positive skewness and excess kurtosis 

(Bessembinder et al., 2008), the statistic asymptotically follows a standard normal 

distribution. 

The standard error is computed as: 

Ὓ  
ρ

ὔ ρ
ὃὙ  

ρ

ὔ
ὃὙ       ςτ 

 

ii) H0: The cumulative abnormal return (CARi) on event i over the event window is equal 

to zero. 

Whereas the alternative hypothesis (H1) is that CARi are smaller than zero in case of 

downgrades, conversely, greater than zero in case of upgrades. 

 

The test statistic is again a ‘one sample t-test’ and it is calculated as follows: 

Ὕ  
ὅὃὙ

Ὓ

Ѝὔ

      ςυ    
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where #!Ὑi are independent and identically distributed and the T-statistic follows a 

Student’s T distribution with T-1 degrees of freedom. 

The standard error is computed as: 

Ὓ  
ρ

Ὕ ρ
ὃὙ  

ρ

Ὕ
ὃὙ      ςφ 

 

iii) H0: The cumulative average abnormal return (CAAR) is equal to zero. 

Whilst the alternative hypothesis (H1) is that CAAR are smaller than zero in case of 

downgrades, conversely, greater than zero in case of upgrades. 

 

The test statistic is still a ‘one sample t-test’ and it is computed as follows: 

Ὕ  
ὅὃὃὙ

Ὓ

Ѝὔ

      ςχ   

where the T-statistic, once again, follows a Student’s T distribution with N-1 degrees of 

freedom. 

The standard error is computed as: 

Ὓ  
ρ

ὔ ρ
ὅὃὙ 

ρ

ὔ
ὅὃὙ     ςψ 

 

Second, I aim at verifying whether upgrades and downgrades are truly perceived as 

different credit rating announcements. In order to test this hypothesis, I make use of the 

two-sample un-pooled Welch (1947) test, with unequal variances. I state the Null 

Hypothesis as: 

H0: The difference between CAAR from upgrades and CAAR from downgrades is equal to 

zero 

While the alternative hypothesis (H1) is that ὅὃὃὙminus ὅὃὃὙ  is different from zero. 

The test statistic is computed as follows: 

ὡ  
ὅὃὃὙ ὅὃὃὙ

Ὓ
ὔ

Ὓ
ὔ

     ςω 
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Where the Welch’s t-test follows a Student’s T distribution with (Nup + Ndown -2) degrees of 

freedom. 

Conversely, the second class of hypotheses is composed of four issues that are relatively 

new to the literature. 

Third, I try to test the impact of credit rating announcements on the slope of the yield 

curve. Precisely, the bonds I object of this test are the 10 year constant maturity bond and 

the 30 year constant maturity government bonds. In order to develop this test, I will 

formulate the following Null Hypothesis: 

 

H0: The difference between CAAR30year and CAAR10year is equal to zero. 

While the alternative hypothesis (H1) is that CAAR30year minus CAAR10year is different from 

zero. 

The test statistic is a two-sample un-pooled Welch (1947) test, with unequal variances and 

it is computed as follows: 

ὡ  
ὅὃὃὙ ὅὃὃὙ

Ὓ

ὔ

Ὓ

ὔ

     σπ   

 

Where the Welch (1947) test follows a Student’s T distribution with (ὔ  + ὔ  -2) 

degrees of freedom. 

 

Fourth, I will be analysing the implications of the European sovereign debt crisis on the 

credit rating announcement effect. In other words, I want to discover whether the reaction 

to a rating change is different before and after the European sovereign debt crisis. 

Therefore, I will test the following Null Hypothesis: 

  

H0: The difference between CAARPre-crisis and CAARPost-crisis is equal to zero 

While the alternative hypothesis (H1) is that CAARPre-crisis minus CAARPost-crisis is different from 

zero. 

The test statistic is a two-sample un-pooled Welch (1947) test, with unequal variances and 

it is computed as follows: 
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ὡ  
ὅὃὃὙ ὅὃὃὙ

Ὓ
ὔ

Ὓ
ὔ

      σρ  

Where the Welch (1947) test follows a Student’s T distribution with (ὔ  + 

ὔ  -2) degrees of freedom. 

 

Moreover, I will perform the Goldfeld-Quandt (1965) test for equality of two variances. 

Thus, I will test the following Null Hypothesis: 

H0: The difference between σPre-crisis and σPost-crisis is equal to zero 

 

Whereas the alternative hypothesis (H1) is that σPre-crisis is lower than σPost-crisis  

Specifically, this is a test for homoscedasticity15 and it is calculated as the ratio of the two 

residual variances where the larger of the two variances is placed in the numerator: 

Ὃὗ
Ὓ

Ὓ
      σς 

where Ὓ  and  Ὓ  are the sample variances of AARs respectively prior to 

and after May 9 2010. The more this ratio deviates from 1, the stronger the evidence for 

unequal population variances. 

 

Fifth, I attempt to verify the divergent investors’ behaviour towards rating agencies 

announcements depending on whether the European country belongs to the Eurozone or 

not. Essentially, do investors react differently to a Rating Change whether a country is 

within or outside the Eurozone? Does the Euro represent a source of concern by itself? 

Therefore, I will test the following Null Hypothesis: 

  

H0: The difference between CAAREurozone and CAARNon-Eurozone is equal to zero 

While the alternative hypothesis (H1) is that the difference between CAAREurozone and 

CAARNon-Eurozone is different from zero. 

 

The test statistic is a two-sample un-pooled Welch (1947) test, with unequal variances and 

it is computed as follows: 

                                                 
15

 Another test for homoscedasticity widely used in the literature is the White (1980) test. 
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ὡ  
ὅὃὃὙ ὅὃὃὙ

Ὓ 
ὔ

Ὓ 
ὔ

      σσ 

The Welch (1947) test follows a Student’s T distribution with (ὔ  + ὔ  -2) 

degrees of freedom. 

 

Sixth and final, I seek to prove the divergent investors’ behaviour towards rating agencies 

announcements depending on whether the European country is considered a “Peripheral 

country” or not. The definition of Peripheral country corresponds to the one of PIIGS: this 

acronym stands for Portugal, Ireland, Italy, Greece, and Spain16. Therefore, I will test the 

following Null Hypothesis: 

  

H0: The difference between CAARPeripheral and CAARNon-Peripherals is equal to zero 

While the alternative hypothesis (H1) is that the difference between CAARPeripheral and 

CAARNon-Peripherals is different from zero. 

 

The test statistic is a two-sample un-pooled Welch (1947) test, with unequal variances and 

it is computed as follows: 

ὡ  
ὅὃὃὙ ὅὃὃὙ

Ὓ 
ὔ

Ὓ 
ὔ

      στ 

The Welch (1947) test follows a Student’s T distribution with (ὔ  + 

ὔ  -2) degrees of freedom. 

Next chapter depicts the empirical evidence I established, then chapter eight concludes. 

 

 

7 Empirical Results  

In this chapter I describe my empirical findings, focusing on the following topics. Firstly, I 

describe the impact of downgrades and upgrades on European government bond returns. 

Specifically, sub-section 7.1.1 covers upgrades, sub-section 7.1.2 deals with downgrades, 

sub-section 7.1.3 compares upgrades and downgrades, and sub-section 7.1.4 highlights the 

                                                 
16

 This term was introduced by the Financial Times' Investment Editor James Mackintosh in February 

2010. 
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differences among the three credit rating agencies. Secondly, section 7.2 tries to test the 

impact of credit rating announcements on the slope of the yield curve. Thirdly, section 7.3 

attempts to explain whether the European sovereign debt crisis plays a role on the credit 

rating announcement effect or not. Fourth, section 7.4 explains the different investor 

reaction towards countries within or outside the Eurozone, and towards ‘Peripheral’ 

countries and ‘Non-Peripheral’ ones. 

As explained in chapter five, I employed the three-factor bond return model by Hahn and 

Lee (2006) as the normal performance model. Moreover, I also compared these results with 

two other models. The former is a slightly different version of the Hahn and Lee model17, 

and the latter is a single factor model, which provides a naïve, but consistent benchmark. 

 

7.1 Impact of Downgrades and Upgrades on European Government Bonds 

 

7.1.1 Upgrades 

Firstly, I present my findings on the sample of 96 upgrades. Tables 4, 5, and 6 show the 

cumulative average abnormal returns, the T-statistics, and the P-values with respect to 

upgrades for the six event windows under analysis. The results in table 4 come from the 

three-factor Hahn-Lee bond return model (2003) regressed on the changes of Term and 

Default Spreads; while the results in table 5 derive from the same model, but regressed on 

the levels of Term and Default Spreads; and the results in table 6 stem from the single index 

model.  

 

Table 4: CAAR’s, T-test, and P-values for upgrades. Normal returns are obtained using the Hahn & Lee 

three factor model (with changes). 

 
 

 

                                                 
17

This modified Hahn-Lee model uses as regressors the levels of the Term and Credit factors, instead of their 

changes. 
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Table 5: CAAR’s, T-test, and P-values for upgrades. Normal returns are obtained by means of the three 

factor model (with levels). 

 
 
 

 
Table 6: CAAR’s, T-test, and P-values for upgrades. Normal returns are obtained by means of the single 

factor model.  

 

 

Credit rating agency upgrades seem to have a weak impact on European government bond 

returns. The null hypothesis of zero cumulative average abnormal return cannot be rejected 

for all the event windows. Indeed, on the one hand, it can be rejected for the pre-

announcement event windows [-20; +1] and [-5; +1] at 5% confidence level. On the other 

hand, the results are not statistically significant on the announcement window [0; +1], for 

the post-announcement event windows [-1; +20] and [-1; +5], and for the broader event 

window [-20; +20].  

Thus, there is some evidence of positive cumulative abnormal return only prior the event 

date. Precisely, according to the three factor model with levels, the cumulative average 

abnormal return is 48.7 bps during the event window [-5; +1], and 97.6 bps during the event 

window [-20; +1]. As figures 3 and 4 confirm, upgrades seem to be anticipated by the 

market, possibly implying either that credit rating agencies follow the market rather than 

being information vehicles, or that some information is released earlier than the actual 

event date. Nevertheless, they provide the market with a very limited amount of new 

information, and this new information is priced in very quickly, according to the efficient 

market hypothesis.  
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Figure 3: Average Abnormal Returns for Upgrades 

 

Figure 4: Cumulative Average Abnormal Returns for Upgrades [-20; +20] 

 

 

These findings are consistent with the existing literature. Indeed, the impact of upgrades is 

considered almost insignificant by a number of researchers, such as Calderoni, Colla, and 

Gatti (2009). 

 

7.1.2 Downgrades 

This section illustrates my findings on the sample of 150 downgrades. Tables 7, 8, and 9 

show the cumulative average abnormal returns, the T-statistics, and the P-values with 

respect to upgrades for the six event windows under analysis. The results in the table 7 

come from the three-factor Hahn-Lee bond return model (2003) regressed on changes; 
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whilst the results in the table 8 derive from the same model, but regressed on the levels of 

Term and Default Spreads; and the results in the table 9 stem from the single index model.  

 

Table 7: CAAR’s, T-test, and P-values for downgrades. Normal returns are obtained by means of the Hahn & 

Lee three factor model (with changes). 

 
 

Table 8: CAAR’s, T-test, and P-values for downgrades. Normal returns are obtained using the three factor 

model (with levels). 

 
 

 

Table 9: CAAR’s, T-test, and P-values for downgrades. Normal returns are obtained using the single factor 

model. 

 
  

 

With regard to downgrades some fresh evidence is added to the literature. Although the 

tables show statistically significant CAARs for the event windows [0; +1] [-5; +1], and [-20; 

+1], the null hypothesis of zero cumulative average abnormal returns cannot be rejected for 

the other three event windows [-20; +20] [-1; +20], and [-1; +5]. In this regard, the p-values 

for the event window [0; +1] are quite low: in the order of 4.4% for the two three factor 

model and 1.39% for the single factor model. The cumulative average abnormal returns are 

-41.4 bps and -47.6 bps for the both the three factor models and -68 bps for the single 

factor model. Thus, downgrades seem to have a visible negative impact on European 

government bonds returns; however, this negative impact is processed almost immediately, 

and there is no room for possible forward-looking investment strategies, fully in line with 

the efficient market hypothesis. Although downgrades do not have an impact on the post-

announcement window returns, the second moment, i.e. the variance, increases sharply 
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from before to after the downgrades. Precisely, it almost doubles in presence of a 

downgrade. 

Conversely, the same evidence is not provided by upgrades, which do not exhibit any 

significant increase in volatility. 

Figures 5 and 6 offer a visual representation respectively of the Average Abnormal Return 

and for the Cumulative Average Abnormal Return. 

 

Figure 5: Average Abnormal Return for Downgrades 

 

 

Figure 6: Cumulative Average Abnormal Return for Downgrades [-20; +20] 

 

 

These findings about the event window [0; +1] are consistent with the existing literature, 

for instance Holthausen and Leftwich (1986), Hand et al. (1992), and Linciano (2004). My 

work provides further evidence of the asymmetric market reaction to rating changes, but 
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this is only around the announcement date. On the one hand, a downgrade generates a 

negative CAAR, which is clearly statistically significant; on the other hand, an upgrade 

produces a positive CAAR whose reaction is much less distinguishable. 

Rating downgrades seem to have a strongly negative information content, while rating 

upgrades seem to provide positive, but much weaker information content. A possible 

explanation for companies would be that they are keen to release positive news, whereas 

less willing to release negative ones. Thus, the role of the information vehicle is left in the 

hands of rating agencies, carrying some private information in case of downgrades. In this 

respect, Jorion, Liu, and Shi (2005) corroborated the hypothesis that rating agencies carry 

private information by studying the investors’ behaviour towards such announcements in 

the U.S. prior and after the SEC’s Fair Disclosure Regulation. However, this explanation does 

not completely hold for Government Bond since the private information area is much 

narrower. 

 

7.1.3 Upgrades versus Downgrades 

In this section, I investigate whether a downgrade generates a cumulative average 

abnormal return which is not only different from zero, but also different from the one 

generated by an upgrade for all event windows. Therefore, I performed a two-sample un-

pooled Welch (1947) test, with unequal variances. Tables 10, 11, and 12 illustrate the 

findings.  

Table 10:  Welch test for the difference between downgrades and upgrades. 

 
 

Table 11: Welch’s t-test for the difference between downgrades and upgrades. 

 
 



 37 

Table 12: Welch’s t-test for the difference between downgrades and upgrades. 

 
  

The difference between the CAAR of a downgrade and the CAAR of an upgrade, as 

expected, is statistically significant for the following three event windows: [0; +1] [-5; +1], 

and [-20; +1] while it is not statistically significant for the other three event windows [-20; 

+20] [-1; +20], and [-1; +5]. In other words, while downgrades and upgrades do involve 

different information before and around the announcement date, they do not vehicle any 

different information after the announcement date. 

 

7.1.4 Comparison among Rating Agencies 

In this section, I investigate how reliable credit rating agencies are in relative terms, i.e. I 

attempt to test whether there is a credit rating agency among the Big Three which provides 

the market with more information. Table 13 shows that among the three rating agencies, 

the market seems more willing to follow actions made by Fitch in case of downgrades. This 

result sounds slightly unexpected since the credit rating industry has historically been 

dominated by Moody’s and Standard and Poor’s, while Fitch acquired a pivotal role in the 

marketplace only during the past 15 years and it still lags behind in terms of market share.   

With respect to upgrades, the market seems more willing to follow actions made by 

Standard & Poor’s.  

Table 13: Average CARs for downgrades and upgrades divided by rating agency. 

 

However, these differences are not statistically significant. For instance, the difference 

between Fitch Ratings and Moody’s has a p-value approximately equal to 13%. Thus, is 

difficult to draw clear-cut conclusions from these numbers. Whereas the null hypothesis of 

zero mean difference cannot be rejected, downgrades made by Fitch are more often 

statistically significant than the other two rating agency. Furthermore, the same evidence 

holds for the upgrades issued by Standard & Poor’s. 
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7.2 Impact of Downgrades and Upgrades on the Slope of the Yield Curve 

From this evidence, it seems to be difficult to exploit any investment opportunities from a 

rating announcement because the significant impact is mostly during the pre-

announcement window, and furthermore, when the CAAR is statistically significant on the 

event window [0; +1], i.e. in the case of a downgrade, this abnormal return disappears 

immediately. The question is whether it is possible to pinpoint a profitable trade in 

response to a credit rating announcement. To this aim, I investigate the effect on the slope 

of the yield curve. Precisely, the bonds I analyse are the 10 year constant maturity and the 

30 year constant maturity government bond. Thus, I consider non parallel shifts in the term 

structure of interest rates. Tables 14, 15, and 16 exhibit my findings for downgrades: there 

is evidence of positive CAARs for the following event windows [-20; +20], [-1, +20], and [0; 

+1]. Precisely, the most remarkable finding is the statistically significant positive CAAR on 

the post-announcement window [-1, +20] with p-values of 4.58%, 7.784%, and 5.53% for 

the three models. This would imply that is possible to make a relative trade: precisely, a 

Flattener 10s30s, i.e. going short on the 10 year bond and, at the same time, going long on 

the 30 year one. Moreover, further evidence of a sharp increase in volatility after a 

downgrade is found. Appendices 6 and 7 display respectively the average abnormal returns 

and the cumulate average abnormal returns with respect to downgrades. 

 

Table 14: Welch’s t-test for the effect on the slope (Downgrades). 

 

Table 15: Welch’s t-test for the effect on the slope (Downgrades). 
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Table 16: Welch’s t-test for the effect on the slope (Downgrades). 

 

 

Tables 17, 18, and 19 depict the evidence with respect to upgrades. Although there is no 

evidence on the pre-announcement and post-announcement windows, there is a high 

statistically significant CAAR on the event window [0; +1], with p-values of 0.35%, 0.31%, 

and 0.35% for the three models. A potential investment strategy could be a steepener 

10s30s, i.e. going long on the 10 year bond and going short on the 30 year one. Despite 

there is such a high significant CAAR, a potential investment strategy on the announcement 

date is less obvious. It would be interesting to deal with intraday data, investigating 

whether this price impact occurs prior or after the news is released. Appendices 8 and 9 

exhibit respectively the average abnormal returns and the cumulate average abnormal 

returns with regard to upgrades. 

Table 17: Welch’s t-test for the effect on the slope (Upgrades). 

 

Table 18: Welch’s t-test for the effect on the slope (Downgrades). 

 

Table 19: Welch’s t-test for the effect on the slope (Downgrades). 
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7.3 Implication of the European Debt Crisis on the credit rating announcement effect 

In this section, I present my findings with regard to the implications of the European 

sovereign debt crisis on the credit rating announcement effect. As I have already specified 

in chapter 1, I considered May 9 2010 as a turning date since it is the foundation date of the 

EFSF. 

Although there is some weak evidence that the CAARPost-crisis is lower in absolute value than 

the CAARPre-crisis, the null hypothesis that this difference is zero cannot be rejected. 

Consequently, by performing a two-sample un-pooled Welch (1947) test, with unequal 

variances with unequal variances is not possible to discover any significant structural 

change in the dynamic of returns.  

Therefore, it seems that the European debt crisis did not play any significant role on the 

credibility of the credit rating agencies. Whilst on the one hand, they lost some of their 

credibility; they still play a pivotal role from a regulatory point of view. However, this 

analysis paves the way for the application of some structural break models.  

Nevertheless, by executing a Goldfeld-Quandt (1956)-test for equality of two variances the 

null hypothesis of equal variance can be rejected. Therefore, a statistically significant GQ-

test for the variance implies that the volatility of AAR surge significantly after the debt crisis. 

Table 20, 21, and 22 clear up the findings. 

 

Table 20: Goldfeld-Quandt (1956)-test for equality of two variances, respectively for downgrades and upgrades. 
Normal returns are obtained by means of the three factor model (with levels). 
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Table 21: Goldfeld-Quandt (1956)-test for equality of two variances, respectively for downgrades and upgrades. 
Normal returns are obtained by means of the Hahn & Lee three factor model (with changes). 

 
 

 

Table 22: Goldfeld-Quandt (1956)-test for equality of two variances, respectively for downgrades and upgrades. 
Normal returns are obtained by means of the single factor model. 

 
 

 

7.4 Eurozone vs. Non-Eurozone and Peripheral Countries vs. Non-Peripheral Countries 

In this section, I present two issues which involve two categories of countries. 

First, I aim at capturing the divergent investors’ behaviour towards rating agency 

announcements, depending on if the European country belongs to the Eurozone or not. 

Hence, the question concentrates on investigating whether the Euro by itself represents a 

source of market turmoil. To this aim, I eliminate all the announcements released prior to 

the introduction of the single currency (January 1 1999)18, then I divided my sample into 

two sub-samples: the former includes Eurozone countries while the latter comprises non 

Eurozone ones. 

My findings are meaningful, because I have discovered that the Euro does represent neither 

an additional source of concern nor a potential benefit for a country. Since the differences 

between CAAREurozone and CAARNon-Eurozone are not statistically significant for all event 

windows even at a 10% confidence level, it is clear-cut to conclude that the Single Currency 

does not further penalize their members. Since no result is statistically significant, I report in 

                                                 
18

  The Single Currency came into existence on January, 1
st
 1999, as a virtual currency. Euro banknotes 

and coins were officially introduced as a legal tender on January, 1
st
 2002. 
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tables 23 and 24 only the findings with regard to upgrades and downgrades for the three 

factor model with levels. The remaining two models show similar results.  

Table 23: Welch’s t-test for the difference between Eurozone and Non-Eurozone (Upgrades). 

 

 

Table 24: Welch’s t-test for the difference between Eurozone and Non-Eurozone (Downgrades). 

 

 

Second, I examine the divergent investors’ behaviour towards rating agencies 

announcements depending on whether the country is considered a ‘Peripheral country’ or 

not. The definition of Peripheral country corresponds to the one of PIIGS, the acronym 

which stands for Portugal, Ireland, Italy, Greece, and Spain19. 

As shown in tables 25, 26, and 27 the event windows [-1; +20], [-5; +1], and [0; +1] are 

always statistically significant while the [-20; +20], [-1; +5], and [-20; +1] are not. This seems 

to show that PIIGS are perceived more risky and thus, the market fails to immediately adjust 

to the new information and the selling pressure persists over time. However, the fact that 

these markets, apart from the case of Italy and partially Spain, are much less liquid and 

efficient than the European average helps at explaining this significant spread in returns 

after the announcement. 

 

                                                 
19

 This term was introduced by the Financial Times' Investment Editor James Mackintosh in February 

2010. 
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Table 25: Welch’s t-test for the difference between Peripheral countries and Non- Peripheral countries 

(Downgrades). 

 

 

Table 26: Welch’s t-test for the difference between Peripheral countries and Non- Peripheral countries 

(Downgrades). 

 

 

Table 27: Welch’s t-test for the difference between Peripheral countries and Non- Peripheral countries 

(Downgrades). 

 

 

 

8 Conclusions 

The aim of this work was to analyse the impact of the information supplied by credit rating 

agencies on the financial market. In this conclusion, I summarize my main findings, and I 

pave the way for further research conducted upon the work I have started here.  

Firstly, there is strong evidence supporting that both upgrades and downgrades are 

anticipated by the financial market. Especially in case of upgrades, this implies that rating 

agencies do not drive the market conveying new price-relevant information, but they are 

market followers. It seems to be that rating agencies react, often with some delay, to the 

information provided by the financial market. By rephrasing, while market movements do 

cause rating agencies adjustments, they do not cause the market reaction.  

Secondly, consistent with a large chunk of the existing literature, I provide further evidence 

that the reaction to rating announcements is asymmetric; however, this asymmetry is clear-

cut only around the announcement date [0; +1]. Indeed, downgrades supply price-relevant 
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information, while upgrades do not exhibit any significant positive CAAR around the 

announcement date. 

Thirdly, even in case of downgrades such price-relevant information is almost immediately 

processed by market players, and accordingly to the efficient market hypothesis there is no 

room for exploiting any abnormal returns after the event date. Indeed, all the post-event 

windows are not statistically significant.  

Fourthly, downgrades generate a persistent surge in volatility after the event date. 

Therefore, also the volatility reaction may be seen as asymmetric, since the same does not 

hold for upgrades. 

Fifthly, I exhibit that downgrades are perceived as different from upgrades only on pre-

announcement windows and on the announcement window while the market does not 

evaluate them differently afterwards. 

Sixthly, another result is that, among the three rating agencies the market seems to rely 

slightly more on Fitch in case of downgrades and on Standard & Poor’s in case of upgrades. 

However, these results, having very little statistical significance, are difficult to be evaluated 

precisely and overall a rating action is perceived almost in the same extent, regardless the 

name of the credit rating agency which released it. 

Seventhly, investigating the impact of the credit rating announcement on the slope of the 

sovereign yield curve there seems to be some evidence against the efficient market 

hypothesis. Actually, it could be possible to exploit an investment opportunity by going 

short on the 10 year bond and going long on the 30 year bond, i.e. by performing a 

Flattener 10s30s. 

Eighthly, it seems that the European sovereign debt crisis did not play a significant role on 

the credibility of the credit rating agencies. Whilst they lost some of their credibility, they 

still play a pivotal role from a regulatory point of view. Indeed, although there is some weak 

evidence that the CAAR Post-crisis seems to be lower in absolute value than the CAAR Pre-crisis, 

the null hypothesis that this difference is zero cannot be rejected. Nevertheless, the 

volatility of AAR has increased sharply after the debt crisis. 

Finally, on the one hand the presence of a country in the Eurozone does not seem to be a 

penalizing factor; on the other hand, if a country is labelled as a PIIGS it has to pay higher 

costs when it is downgraded. Moreover, the so called PIIGSs experience statistically 

significant negative abnormal returns even after the event date. 
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While the results of this paper are in large extent conclusive, there are still grounds for 

further research. This work encourages the following new studies in six directions. 

First, further research should investigate the existence of spill over effects. In presence of a 

rating announcement, I would compute the CAARs not only for the country subject to the 

action, but also for all the other European countries. 

Second, further research should also address a liquidity issue: there might be some 

‘extreme’ values in the dataset due to the scarce bond liquidity of some smaller markets. 

The idea is to weight each effect by the size of the debt outstanding. By doing so I would try 

to replicate the portfolio allocation of the median institutional investor, in order to study 

the real impact on her or his portfolio.  

Third, additional research should focus on testing investment strategies in light of my 

findings, and evaluating whether these are still profitable even after having taken into 

account transaction costs. 

Fourth, it would be remarkable to examine in more detail the effect of a rating action on 

volatility and on volume, with particular reference to the investment grade threshold. 

Fifth, a potential beneficial improvement for the analysis would be the use of intraday data. 

While the time span covered would be shorter, due to limited availability of high frequency 

data, the improvement in the quality of the measurement would allow a better 

understanding of the exact moment and the magnitude of the market reaction to the rating 

action, increasing the effectiveness of the analysis. 

Fifth, a further research proposal would test more accurately whether and when there were 

changes in the investors’ perception of credit rating agencies, it may be pursued by applying 

structural break models. 

Sixth, another remarkable research path is the study of the determinants of sovereign credit 

ratings though using an ordered probit model. 
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9 Appendix 

Appendix 1: The three rating scales and their numerical transformations 

 

Appendix 2: Actual European Sovereign Ratings as of May 15 2013 

 

Source: Bloomberg 
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Appendix 3: Downgrades and Upgrades Announcements by country 

 

Appendix 4: Rating Announcements by country, divided by Rating Agency 
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Appendix 5: Distribution of R-Squared (Hahn and Lee three factor model) 

 

Appendix 6: Distribution of Adjusted R-Squared (Hahn and Lee three factor model) 
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Appendix 7: Average Abnormal Return of a Bear Flattener 10s30s in presence of a downgrade 

 

Appendix 8: Cumulative Average Abnormal Return of a Bear Flattener 10s30s in presence of a downgrade  

[-20;+20]   

 

 



 50 

Appendix 9: Average Abnormal Return of a Steepener 10s30s in presence of an upgrade 

 

 

Appendix 10: Cumulative Average Abnormal Return of a Steepener 10s30s in presence of an upgrade 
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11 Databases and Other Sources 
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¶ Datastream 

¶ Fitchrating.com 

¶ Moodys.com 

¶ Standardandpoors.com 
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¶ Ft.com 


