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Abstract

We investigate if accounting based financial infation on an operating entity level can be used to
predict poor working capital development (WCD) oguarterly basis. The development is considered
poor if the change in net working capital is navein by an underlying change in customer orderd, an
hence poor in the sense that the development isstifigd. The study is performed using data from a
Swedish multinational industrial company covering period 2009-2013, resulting in 2,420 entity-tgrar
observations. The operating entities included #@heecustomer centers (CCs) or production centers
(PCs), where the main activity is selling for thenier and manufacturing for the latter. The stiatibt
method logit analysis is used to create three nsodéle model using all data results in a predigtiower
of 79.21%. Separating CCs and PCs, results in gtfedipowers of 81.10% and 76.90% respectively.
Thus, prediction of poor WCD is possible using arting based financial information in the form efyk
ratios. The key ratios found to have explanatomygrao predict poor WCD are asset turnover, invgnto
intensiveness, asset structure, asset liquiditgraity’s historical frequency of poor WCD quarters
growth in equity and growth in debt. If the modate evaluated based on cost savings, the separate
models are superior compared to the model estinteteeld on both CCs and PCs. The study performed is

the first in its field in terms of predicting po@/CD and further research on the subject is encegrag
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1. Introduction

One of the most important issues on a company'ndays proper working capital management (WCM)
(EY, 2013). WCM impact both liquidity and profitdiby, two key factors ensuring a firm’s survivaldn
prosperity. From a liquidity point of view, a conmyaneeds to be able to meet its short-term obbgati
(Shin & Soenen, 1998; Raheman & Nasr, 2007). Thang of the operating cash flows, what we refer to
as liquidity, is directly linked to the working dégd. Inefficient management of the working capital could
lead to financial distress, something that threathe firm’s survival. Money is a scarce resounmne iais
costly to run the normal day-to-day operations \eitternal funds when internal funds are tied upah
working capital (Myers, 1984; Nobanee & AlHajjaf®). The higher likelihood of distress increases t
required cost of capital, also, a build-up in netking capital is generally not followed by a
compensating increase in operating income whiahlteed a decreased profitability, both of whichvba
negative effect on firm value. The underlying olijee of a firm is to maximize firm value (Jensef02)
and ensure a liquidity level sufficient to meet ghert term obligations, which explains why effitie
WCM is of such importance to firms. Although theeems to exist an understanding of the importahce o

efficient WCM within firms, they still seem to fachallenges in this area.

We have investigated the perceived issues relatéddM in a Swedish multinational industrial company
which will serve as a case company for this stitdlgat specifically concerns the company is that the
operating entities tend to use external funds @ymodvided by group treasury or banks) to finarmer p
working capital developments (WCDs). The developnienonsidered unjustified, and hence poor, if the
change in net working capital is not driven by aderlying change in customer orders. The company
wishes to eliminate the funding provided in suditaation as it increases net working capital Isvelthe
operating entities and allows them to be carelégsregards to tie-up of internal funds in net wiagk
capital. However, group treasury cannot refusedeige funding to the operating entities in a sim
where the entities themselves cannot meet thedrest obligations. The solution is therefore naty

to stop provide funds when they are asked for.

Based on this perceived problem we see a demanbda@bility to predict these funding needs and by
doing so, be able to avoid them. Donaldson (1988%ses the need to plan for the undesirable tiiut s
probable, events when it comes to managing the diofunds. He argues that by doing so, a company
will prevent an unexpected need of funds to tuta ancrisis for the company. Predicting the evéms
will require funding will enable the company to ¢a#ctions before the event occurs and before the
pressure of circumstances make actions difficudt @stly (Donaldson, 1969). Being able to prettiet

funding need related to poor WCD would enable tiragany to take actions to prevent it and by doimg s



avoid the future funding need. Although the pod€®may not be completely avoided, a prediction of
the event will at least enable group treasury &m phe funding and by doing so make sure the furilils
be readily available and avoid costs associatell té quick need for funds. Hence, there is nbt an
value in the ability to predict and plan the furglimeed in a company but also in terms of WCM, wiy w
aim to create a model predicting poor WCD. We elithat similar working capital problems exist
within other multinational industrial firms and tithere is a demand for the ability to predict sach

development in working capital even within othents.

Accounting based financial information in the foofrkey ratios have been used in order to prediot po
WCD, where asset turnover, inventory intensivenasset structure, asset liquidity, an entity’sdrisal
frequency of poor WCD quarters and growth in eqrésulted in the model with the highest prediction
power of 79.21%. Thus, there is prediction powensimg accounting based financial information to
predict poor WCD on a quarterly level for operatemities. Separate models, dividing the data on
customer (selling) and production (manufacturirgn)ters (CCs and PCs), give slightly higher prealicti
power for CCs, but not significantly. However,hietmodels are evaluated based on cost savings, both
separate models are superior compared to a mdifebtsd based on both CCs and PCs. Our study is a

first effort to predict poor WCD in academia anclele further research opportunities.

The paper is divided into nine parts; (1) belowtiseccovers purpose and scope of the study, (2-4)
followed by theory, poor WCD definition and previoliterature, (5) data and sample description, (6)
statistical method used, (7) results and analysisesmding with (8-9) discussion of our results and

conclusion.

1.1 Purpose

We investigate if it is possible to predict poor W(@he development is considered unjustified, aewice
poor, if the change in net working capital is noven by an underlying change in customer ordesg)gl
accounting based financial information. Deterianatdf financial ratios can reveal potential busines
crisis, which can be captured using financial gB&aver, Kennelly & Voss, 1968). Bankruptcy
prediction models have shown to have predictiongraysing accounting based financial information.
Inefficient management of working capital can cdfirs@ncial distress and threaten a firm’'s surviaad
although bankruptcy is a more extreme event than WICD, we believe that a similar methodology as
for bankruptcy prediction can be used for predgiioor WCD. Accounting based financial information
is used by different groups; by owners for stewhifisbjectives, by investors for valuation and by
managers for financial management purposes (SKadga¥i.3). Our prediction model will enable
managers to use the accounting based financiahiafiton in a new way for their management of



working capital and the related financial planniktpre specifically, accounting based financial
information in the form of key ratios will be usad input in the model. Our model could prevent poor
liquidity and profitability through detection of ppWCD in advance, in best case enabling the éntity
manager to take appropriate actions to prevend¢barrence of the event or second best case etiralgle

for financial planning at group treasury. The pwgof this study leads us to gesearch questign
Can poor working capital development be predictsidg accounting based financial information?

The method used is called logit analysis, a multata statistical method where several variablgsttoer
are used to predict the probability of an eventaBlsshing a model based on accounting based fiahnc
information which is easily accessible to the comypfacilitates the use of the model, and the ouiput
the form of probabilities is understandable and mamicable within the organization. The model aims t
serve as a first step for the company to detebeifentity has inefficient WCM, in the form of po®CD,
which could result in illiquidity and low profitality (see e.g. Shin & Soenen, 1998; Deloof 2003;ciza
Teruel & Martinez-Solano, 2007; Raheman & Nasr,2@amiloglu & Demirgunes, 2008; Nobanee &
AlHajjar, 2009; Zariyawati et al., 2009; Garcia, Mas & Brandao, 2011). The model could be used as
warning system, where the model estimates proliabilbf poor WCD, which the company needs to

discuss, understand and then decide what appre@diabns to take.

1.1.1 Scope

We have chosen to investigate if it is possiblpradict poor WCD on a quarterly basis using acdagnt
based financial information. Quarterly instead afntily data is used as we consider one quarter a
reasonable time to take actions for to prevent p@GD. As working capital has been shown to be
difficult to forecast (REL, 2012; EY, 2013), we grgdredict poor WCD one quarter in advance and not
several quarters as we believe the prediction pailebe low by doing so.

We have chosen to use operating entities withinsimgle company instead of stand-alone firms.
According to Hoshi et al (1991), stand-alone fireing more careful and cautious of liquidity levedstzey

do not receive support from a group that could shem in case of illiquidity. Belonging to a grobps
shown that entities tend to be more careless mga@f liquidity as external funds can more easdy b
provided through the group (Padachi, 2006). Theegfwe expect poor WCD to be common at operating
entity level and as a result several entities wiabr WCD will probably exist within the case compan

We also expect these entities to have a more sde¢eeioration of key ratios prior to poor WCD
compared to stand-alone firms. Both mentioned mesasould result in better prediction power. Also,

using a case company enables us to customize ttiel tadking into account its’ specific business tfieas



to again, ensure best prediction power. Our casgaay is a Swedish multinational industrial company
and the operating entities used for the study aséomer centers (CCs) and production centers (H@s).
former’s main activity is selling and the lattemmnufacturing. We will create three models, one ehod
estimated on data from all entities and two modglere CCs and PCs are separated, as their adtivitie

differ and thus the prediction power might increbgeseparating them.

Previous studies on WCM evaluate actions’ and jgsieffect on liquidity and profitability, give
suggestions on how working capital should be mashagel how a company can release funds when
having inefficient WCM. Note, many studies focusampropriate actions when inefficient WCM has
occurred, while our focus is to predict the probgbof poor WCD, which is a form of inefficient W@,
before its occurrence. Our study does not aimdluide what actions the operating entities sholid ta
improve their current WCM or to avoid a future pd€D. Neither do we aim to create a liquidity model
estimating appropriate cash levels through findrapémization as some other studies have done (e.g
Baumol, 1952; Miller & Orr, 1966).

Many previous studies examine how the working edpibmponents affect profitabilife.g. Shin &
Soenen, 1998; Deloof, 2003; Eljelly, 2004; Pada2®6; Garcia-Teruel & Martinez-Solano, 2007;
Raheman & Nasr, 2007; Samiloglu & Demirgunes, 2008hanee & AlHajjar, 2009; Zariyawati et al.,
2009; Gill, Biger & Mathur, 2010; Garcia, MartinsBrandao, 2011). We will not investigate the exact
effect our model will have on an entity’s profithtyi or liquidity. We will rather predict what pretbility
an entity has of poor WCD as it is defined in setkinding poor working capital development.

2. Theory

Working capital is an important part of a compangtl capital (EY, 2013) and consists of two parts
current assets and current liabilities. It is a soea of a firm’s liquidity, where net working cagdifs
defined as current assets minus current liabil{tiensson, Arvidson & Lindquist, 2009; Sharma, 2009
Preve & Saria Allende, 2010). On the operationd¢ sivorking capital primarily consists of threetpar
accounts receivables, inventory and accounts pagdKloller, Goedhart & Wessels, 2010). Trade credit
creates accounts receivables and accounts payahtéthe production cycle results in build-up of
inventory, components we hereafter refer to as ingrkapital. Key ratios including the working cagbit
components are valuable to assess a company'ditigaind financial strength (Sagan, 1955; Eljelly,
2004).

Working capital ties up cash and arises as a rethie timing difference of expenses and the niatch

income (Dong & Su, 2010). The timing problem casame situations be avoided by using financial



arrangements that either requires payment befdreede(i.e. online shopping) or deferral of payrhef
accounts payables until the matching income isivedeHowever, the majority of productions require
payment of expenses for inputs prior and duringptioeluction while income is collected first whewe th

product or service is delivered (Chan, 2010).

2.1 Maximizing the value of the firm

One of the most fundamental theories is that aiwhjective should be to maximize profit and tad
term firm value, a theory that has been developgihg more than 200 years of economic research
(Jensen, 2001). Jensen (2001) argues that thistivgjealthough the existence of the opposing
stakeholder theory, is what firms should evaluat@eérformance on in order to ensure efficient
management of the firm. Related to this theorydifferent models where accounting based financial
information is used to value a firm. These modedstelpful in understanding the relationship betwee
accounting numbers and firm value. One illustrathedel useful to understand the effect net working
capital has on the value of the firm, is the valdded valuation (VAV) model. The model is basedhan
logic of summing the accounting book value of opeganet assets (ONA), the present value of future
abnormal operating earnings until the horizon piirtime, and the present value of expected
goodwill/badwill of ONA at the horizon point in tien(Skogsvik, 2002). The VAV model is defined as:

V(ONAT) )
T AT)
V(ONA,) = ONA (RONA( — Iyaec ) X ONA._;  ONAT X ( ONAp 1
(ONAo) = ot (1 + Iyaco)t + (1 + Iyacc)T (1)
t=1 wacc wacc

where

V(ONA,) = Value of invested capital in the firm at time 0
ONA, = Operating net assetstat 0
= Operating asset®©perating liabilities at time= 0
= Book value of owner’s equity + Finaalaiet debt at time= 0
Financial net debt (ND) is defined abtdainus financial assets at time- 0
V(ONA7) = Expected value of invested capital in the conygatrthe horizon point in time= T

ONA;_; = Book value of operating net assets att — 1



RONAt = ONA )
t—

OI, = Operating income at tinte= 0

T. = Tax rate

rwace = Weighted average cost of capital after taxes
g X (1—-L)+rypX(1—Tg) XL

where

rg = required rate of return on owner’s equity

ryp = required rate of return on company financial dedit

) _V(ND,) /
L= company target Ieverage ratio = V(ONAt)

(Skogsvik, 2002)

Working capital is part of ONA and thus affectsfjiedility (RONA). As illustrated by the valuation
model, theory suggests that in order to maximieeviidue of the firm, net working capital shouldase
low as possible for a given level of RONA. Low lesef net working capital have also empirically bee
shown to increase firm value (Nazir & Afza, 200Bjhe majority of empirical studies on working capita
in relation to profitability have come to the camgibn that lower levels of net working capital are
associated with a higher profitability (e.g. ShirS&enen,1998; Deloof, 2003; Garcia-Teruel & Matine
Solano, 2007; Raheman & Nasr, 2007; Samiloglu & Dgumes, 2008; Nobanee & AlHajjar, 2009;
Zariyawati et al., 2009Garcia, Martins & Brandao, 201The negative effect that a net working capital
increase has on profitability (RONA), indicatestthn increase in ONA due to increased net working
capital is normally not followed by a compensatimgrease in operating income, i.e. companies cannot
charge their customers for their increased leveledfworking capital. Inefficient WCM that turngan
liquidity issues and higher likelihood of financidiktress will cause a higher required weightedaye
cost of capital which also has a negative effedirof value. With regards to firm value maximizatjo

efficient WCM is to ensure lowest net working caplevel for a given level of profitability.
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If working capital would not affect profitabilitfirm value would be maximized if having no working
capital. However, working capital does affect paddility due to the existence of business praxisade
credit and timely delivery. At some low levels @tnvorking capital, a trade-off exists betweendowet
working capital and revenue; a large inventory dase stock-out risks and ensure on-time delivery
(Sagan, 1955), and extending payment periods miigedruyers (Dewing, 1941; Fazzari & Petersen,
1993). Eliminating inventory would probably cause prodantdifficulties and delayed deliveries
resulting in unsatisfied customers and in turnrantea profitability. Net working capital also affect
liquidity as higher levels are associated withragker cash conversion cycle (CCC). This in turncaffe
firm’s ability to meet its short term obligationsdanet working capital therefore affects the likethd of
financial distress. With regards to accounts reda@as and accounts payables, they could be eliedriit
a bank credit market for working capital existetisTwould mean that the bank would act as a thantlyp
and companies would then get paid at delivery aedunts payables would be replaced by bank loans.
The tie up of cash will decrease but at the expehg#erest costs. Such a bank loan solutionrfmte
credit does however not exist. According to Burkagllingsen (2004), the existence of trade credid
thus accounts receivables and accounts payalie® i asymmetric information making banks
unwilling to lend. They argue that suppliers araenwilling to lend money and extend payment periods
to their customers, as they know that the matboaght will be used in production and generatenags
for the customer. When banks lend money to compatiiey do not know how the money will be spent
to the same extent as suppliers do. A bank cregliket to eliminate accounts receivables and acsount
payables is not a likely solution. Though, a somevgimilar service known as factoring exists, bais
not been used to the extent that accounts recewdialve been eliminated. Hence, we conclude that
working capital will continue to exist as the elivation will hurt profitability and in turn firm vak. This
means that the suggestion that lower levels ofwoeking capital increases firm value is only vedisl

long as the low level does not hurt profitabilitydathus firm value maximization (shown in e.g. o
2003; Afza & Nazir, 2007; Garcia, Martins & Brand2011).

Also, the pecking order theory is in line with finalue maximization. The pecking order theory sstge
that internal funds should be used before extatalt and equity issue when in need of cash, agtliei
cheapest source of funds and are readily avaitahilee firm (Myers & Majluf, 1984). Equity issuessen
as the most expensive source of external finargiimge managers are assumed to have asymmetric
information; an equity issue signal overvaluatiomvestors which affects the firm negatively (bid
External source of funds, which may not even bdéae to the firm, are often associated with highe
costs compared to the use of internal funds de®saction costs, agency problems and asymmetric
information (Fazzari & Petersen, 1993). If a fimrfinancially constrained, internal funds are thi/o
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source to finance investments and if too much abjgttied up in net working capital it will hurtiture
growth of the firm and thus lower firm value (ibidhan, 2010). By keeping a low net working capital
level, a company can avoid tying up unnecessatly wéich then instead can be used for investments,
enabling higher profitability and firm value. Hovex, optimized leverage enables the firm to utittze
tax shield optimally which increases the valuehef firm in theory, this would change the peckindeor
when optimal level of leverage has not been readtedexternal debt could be a better option than

internal funds in such a situation.

The pecking order theory illustrates the importapicavoiding unnecessary tie up of cash in net wgrk
capital. WCM affects profitability and firm valueubit also directly impacts a firm’s liquidity, wtth will

be covered in the next section.

2.2 Liquidity

As mentioned, cash released from net working chigitae least costly source of funds (Myers, 1984,
EY, 2013), and are funds a company does not aftooerlook (EY, 2013). Liquidity according to the
International Accounting Standards Board (IASB)eets the asset or liability’s nearness to casiSBA
2007). A common measure of liquidity and its r@atto net working capital is the CCC (Garcia, Masti

& Brandao, 2011), see equation (2). DSO measueesdhection period of sales, DIO the time it takes
convert the inventory to sales and DPO capturesdihgber of days the company is able to defer paymen
to suppliers (Cagle, Campbell & Jones, 2013).

CCC = Cash Conversion Cycle = DSO + DIO — DPO (2
where

(Accounts receivables; + Accounts receivables;_;)/2
Revenues/365

DSO = Days Sales Outstanding =

(Inventory, + Inventory;_,)/2
Cost of goods sold/365

DIO = Days in Inventory Outstanding =

(Accounts payables; + Accounts payables;_;)/2
(Alnventory; + Cost of goods sold) /365

DPO = Days Payable Outstanding =

(Sharma, 2009)

More generous payment terms to customers meankgegsaccounts receivables and is captured by a

longer CCC. A high DPO means many days of intdrestfinancing, something that results in a shorter

12



CCC and a slow moving inventory results in long&GZ(Cagle, Campbell & Jones, 2013). A shorter
CCC means quicker cash conversion and thus a ligtiatity and net working capital position in the
company (ibid). From liquidity point of view, tha@rter the CCC the more efficient WCM. This view of
WCM is in line with the theory of value maximizatidow levels of accounts receivables and inventory
and high levels of accounts payables results ihdrifirm value. However, suppliers can use highies
to make sure that they are compensated for thé grxdod. Also, as discussed earlier, lowering net
working capital too much could hurt profitabilityge e.g. Padachi, 2006; Mathuva, 2010; Nazir & Afza
2009: Nobanee & AlHajjar, 2009). Shorter CCC catléo costs associated with the risks of declining
revenues while a longer CCC is associated wittsaasated to tie up of cash in net working capital
(Nobanee, 2009). At a certain level there is agvaifl between liquidity and profitability, whichsa have
been empirically confirmed (e.g. Shin & Soenen,8 IWeloof, 2003; Eljelly, 2004; Raheman & Nasr,
2007; Mathuva, 2010; Zariyawati et al., 2009; D&n§u, 2010). When investigating the correlation
between CCC and profitability, studies find botlyaiive and positive correlations; i.e. short CCC
improves profitability and thus liquidity and nade-off exists, while a long CCC that gives better
profitability is at the expense of liquidity. Itesms as if the trade-off between liquidity and geddility

only exists when CCC has been pushed to a cegwadh Which is the reason for contradicting resfutisn
previous research. When a shortening of the CC@ megative effect on profitability, it will alsahe a

negative effect on firm value which is illustrategthe VAV model.

Another common approach used to measure liquiditiyé current ratio and variations of this measure
such as the quick ratio exist (Eljelly, 2004; Caglampbell & Jones, 2013). Current ratio is defiasd
current asset divided by current liabilities, whaneatio of one means that the firm has enoughidiqu
funds to cover its current liabilities (Sharma, 2D®ased on this measure of liquidity, it would be
preferable to have high levels of accounts recédgadnd inventories and low levels of accounts lpigga
in order to ensure good liquidity in terms of ath@yrrent ratio. This contradicts to what the CCC
measure of liquidity define as good and the exglandies in that the current ratio does not take i
account the time it takes to convert the assetsnminey (Cagle, Campbell & Jones, 2013). A loweel
of current ratio is generally regarded as unfavierht in terms of net working capital it couldhrat
indicate efficient WCM (ibid). Improving liquidityneasured as the current ratio would not ensuresvalu
maximization and cannot be considered to be efftdf/@CM; a higher current ratio has a negative effec
on profitability, which has also been empiricalhosvn (e.g. Eljelly, 2004). The quick ratio excludes
inventories from current assets as it is seensaslilguid (Burkart & Ellingsen, 2004; Eljelly, 20p4rhe
quick ratio as a measure of liquidity is more irelwith liquidity measured as CCC and the theory of

value maximization as the ratio does not suggesthigh levels of inventory are preferable, howeiter

13



still fails to capture the time of cash conversigmen it comes to accounts receivables and accounts

payables.

We can conclude that CCC is an appropriate liquititasure to use in relation to WCM as it takes int
account the time it takes to convert net workingitedinto cash and is the liquidity measure tisahiline
with the theory of value maximization. Also, itttee measure that is most commonly used as a pooxy f
WCM. Therefore we have chosen to use CCC as theititaf of liquidity in this paper.

2.3 Poor working capital development and its impact firm value

The theory of value maximization suggests lowessjibe net working capital for a given level of
profitability. Inefficient WCM can therefore be dieéd as having other than optimal net working cpit
levels in terms of firm value maximization. In thuiaper we try to predict the undesirable evenedall

poor WCD, a perceived working capital problem im case company. The company wants to avoid using
external funds (funds provided by group treasurlgamks) to finance poor WCDs. A WCD is considered
unjustified, and hence poor, if the change in natikimg capital is not driven by an underlying charig

customer orders.

Working capital is often assumed to change in priigoto changes in revenues (Koller, Goedhart &
Wessels, 2010), which supports the approach ofin®/CD to customer orders. If an entity has an
increased demand for its products, cash to beweddiom accounts receivables belonging to previous
sales will be insufficient to cover the increasetflow needed for the increased production. Hence,
growth in customer orders may create a funding feethe entity for a build-up of net working cagit
that is not value destroying. In such a situatantities should not be considered to have inefiici’ CM
just because they finance a build-up of net workiagital with external funds. This misclassificatican

be avoided by relating the WCD to the underlyingraje in orders.

An entity in need of external funding due to anustified WCD is said to have poor WCD. The
development can be said to be poor as it is vadsé&alying. Higher net working capital levels resigtin
lower profitability and worse liquidity will have megative effect on firm value as previously dis&gsin
relation to the VAV-model. If the company is finaalty constrained, firm value could also decreasenf
the inability to invest in value creating assetfuasls are used to finance net working capitaltiar if
using external funds to finance the build-up ofwetking capital, increase the negative effection f
value, as suggested by the pecking order theorynjustified net working capital build-up financedth
external funds is value destroying in several aspaed can be said to be inefficient WCM, which

explains why it is said to be a poor WCD.
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Just like a build-up in net working capital thahist supported by an increase in orders can bdadames

to be a poor WCD, a lack of reduction in net wogk@apital when orders decrease is also considered a
poor WCD. In such a scenario net working capitalusth be reduced in order to avoid negative effents
profitability and firm value, and from the liquiglipoint of view, the company needs to reduce ésip of

cash in net working capital to avoid a worse lidgyighosition.

Poor WCD is aimed to capture when net working ehjiicreases although orders do not, but also when
orders decrease and net working capital do naiviolBoth of these scenarios are value destroying an
can be said to result from inefficient WCM. HoweMeefficient WCM occurs as soon as net working
capital deviates from what is value maximizing. PO&CD is inefficient WCM, although inefficient

WCM has a broader meaning than just poor WCD.

2.3.1 Finding poor working capital development

Our model have two outcomes, the entity is eithassified as having poor WCD or non-poor WCD a
certain quarter. In order to be able to classifgatity as poor or non-poor, we need to establish a
approach for how to separate poor and non-poor Watilies. Poor WCD is likely to result in a funding
need if it is related to a build-up of net workicapital not supported by an increase in ordersfailare

to release funds through decrease in net workipgatavhen decline in orders. An approach to find
entities with poor WCD is thus by looking at thééamws and outflows of funds in relation to changes

net working capital.

External funding can be in the form of financiabtler equity and is according to the pecking order
theory the most value destroying sources of fundinghould thus be avoided to finance poor WCLhwit
debt and equity. We have chosen to extend the iraddanding sources to include financial assdits.

debt and equity is considered inappropriate tanfiegpoor WCD, the same argument should be used for
financial assets, even though it technically isiinal funds it should rather be used for investsient
dividends or amortizations following the theorywalue maximization. External funding in this pajser
therefore referred to as both debt and financisgigs as equity funding is not possible on an dingra

entity level. The financial assets in our case camypronstitute solely of cash and cash equivalefts,
which we have chosen to classify two percent oénexes as operating cash (Koller, Goedhart & Wessels
2010).

The operating entities cannot directly obtain fungdihrough equity, the funding sources left is tigio
changes in debt (borrowing from group treasurgensas external debt from the entities’ perspective
changes in financial assets, i.e. changes in @t @he funding need in a company according to Renm
(2013) (see Appendix 1) can be rewritten as:

15



AND; = Inv; + A(net WC) — [0I;(1 — T.) + Depr; — (ryp * NDy)(1 — T.)] + DIV, 3

where
Inv, = Net cash investments in assets not include@tnvorking capital at time t
A(net WC), = A(Net working capital;) = (net WC; — net WC;_,)
= A(Operating current assets — Operating currentitigis) at time t
OI; = Operating income at time t
Depr; = Depreciation at time t
ryp = Interest rate on net debt
ND; = Net debt at time t = (Debt-Financial assetdjna t
T, = Tax rate
DIV, = Dividends at time t
Rearrangement of formula (3):
A(net WC); — [0I;(1 — T.) + Depry — (ryp * NDy)(1 — T.)] = AND; — Inv; — DIV, (4)

Equation (4) illustrates that an increase in nét tleat has not been used to finance investments or
dividends AND, — Inv, — DIV; > 0), has been used to finance an increase in netingpdapital that
could not be financed by the operating cash flowsusicash flows from net interest costs after tax
(A(net WC), — [OI(1 — T,.) + Depry — (ryp * ND)(1 — T.)] > 0).

If a WCD is poor or non-poor depends on the undeglghanges in orders. In the case company, the CC

receives the order from the customer and forwardsectly to the PC. If the PC operates at fupaecity
it is reasonable to assume that the average timeddeetween an order received and finished proiduct
about two quarters. The finished product is at twént sent to the CC, which pays the PC for troelpct
and increases its net working capital first twortgra after the order was received. As the PCs riake
major and more costly investments at the end optbduction cycle, the time lag between orders
received and net working capital increase is ndgnaddout the same for PCs as for CCs. Therefore, a
change in orders is normally shown as a changetimarking capital after two quarters both for Gl

PCs, which also means that a funding need arisegtarters after the growth in orders.
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An increase in net working capital explained byiramrease in orders should not be considered as poor
WCD. Therefore, poor WCD is defined as:

AND; — Inv, — DIV, — AOrders > 0 — poor WCD (5)
where
AOrders; = Orders;_, — Orders;_3

AND, is deducted bOrders; in order to capture the acceptable increase affulue to an increase in
orders. A decrease in orders should lead to a dsefi@ net working capital. In order not to bessified

as poor, the entity should have decreased its otimg capital with the amount corresponding to the
decline in orders. The release of funds should baem been used for amortization, raise financiséss,

investments or dividends, something that is cagtbseusing the definition in formula (5).

Our model will predict what probability an entitasof poor WCD one quarter in advance. An entityr wi
a high probability of poor WCD the coming quaries, the entity has a high likelihood to finance
unjustifiable growth in net working capital or faifj to release internal funds. Not only would iblpng
the entity’'s CCC in relation to operating incomet also indicate poor liquidity one quarter aheadt &
likely that the entity is in need of funds due tmpWCD. Thus, poor WCD normally means poor
liquidity. A short CCC ensures better liquidity alogver net working capital level. Furthermore sit i
value maximizing and has shown to increase pr(#itg. Shin & Soenen, 1998; Deloof, 2003; Garcia-
Teruel & Martinez-Solano, 2007; Raheman & Nasr,2@amiloglu & Demirgunes, 2008; Nobanee &
AlHajjar, 2009; Zariyawati et al., 2009; Garcia, Mas & Brandao, 2011). Our approach to separate p
and non-poor entities each quarter in terms of P@GD could prevent worse liquidity in terms of larg
CCC and thus also a lower profitability.

2.3.1.1 Limitations in capturing entities with iné€ient working capital management

Some limitations exist with our definition of podfCD. By focusing on entities with poor WCD we only
capture part of all entities that have ineffici®€CM. An entity with other than optimal level of net
working capital has inefficient WCM. If the entibas a non-maximizing net working capital level bat
need to finance a build-up of net working capitéhvexternal funds, or if it does not fail to redea
internal funds when orders decrease, the entitynwil be detected in the model. We also miss tssiia
entities as poor that are profitable enough tonfieawhat may be an unjustified build-up of net virmgk
capital through operating cash flows minus casidlfrom net interest costs after tax, as illusttane
equation (6).
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A(net WC); — [OI;(1 — T.) + Depry — (ryp * ND)(1 —T.)] <0 (6)

— profitability is so high that it covers an unjustified build up of net working capital

Some entities classified as poor could be entitiely extreme or unexpected events, e.g. an iovent
fire or natural disaster, and thus are entitleds® external funds to finance a build-up of netkivay
capital, i.e. the build-up is not due to ineffidi&CM. By excluding extreme values of the key ratiwe
hope to eliminate such extreme situations andshosld decrease the impact the values could have on
the results.

The approach chosen to find poor and non-pooriesnii based on the assumption of an average digne |
for our case company’s products in a normal busieesironment. However, the time lag between orders
received and net working capital varies dependerhe product and on the business situation. Hence,
entities with a time lag deviating from the assuomptvill be misclassified as the matching ordethe

change in net working capital is not found two dqe prior to the change.

As discussed earlier, using external funds to fiegooor WCD is not value maximizing and could
decelerate growth due to lower investment levetisdéfcompany is financially constrained, and ttira f
value decreases (Fazzari & Petersen, 1993; EY,)2Bit8vever, Sagan (1955) means that sometimes a
firm need to use external funds to finance poor WfJDis estimated to benefit the company longxer
A build-up of inventory will affect a firm’s liquitly negatively but may be beneficial for future gth or
utilization of economies of scale and lower inprit@s. By our definition, an entity will be clased as
poor when in fact external funds are used for fisuccess. An entity classified as poor has a high
probability of poor WCD, thus, using external furidginance net working capital even though they
might not be “poor” if using external funds for aleareason. Our aim is to create a model that piedic
when an entity has a high probability of poor WGP, using external funds for net working capital
growth when in fact no actual growth in orders e« failure to release funds through decreasein
working capital when a decline in orders. Hencdirgttly the model enable prediction of entitieméed
of external funds and thus capture liquidity isswlgch normally inefficient WCM creates. The modzl
a first step for the company to identify the op@entities that have high risk of poor WCD andsh
needing external funds. The model could be usedvearning system, where each entity has the
opportunity to evaluate what decisions to take iantlide strategic aspects, which our model

unfortunately does not cover.
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3. Empirical evidence on working capital’s impact a profitability

There are several ways to analyze working capitdlitss management (Smith, 1973). Previous studies o
working capital primarily investigate its impact profitability. The working capital components
(accounts receivables, inventory and accounts pegjgaffect both profitability and liquidity. Below
sections discusses these variables and its impgmtafitability based on empirical evidence. Thedgts
use different measures of profitability, such d@anmeon assets (ROA), return on net assets (ROAIAY),
return on investment (ROI) for example. As in poar studies, we compare their results despiterdifte

profitability measures.

3.1 High accounts receivables and inventory affeptsfitability negatively

Managers can create value for their shareholdéne ifirms manage their working capital in more
efficient ways by reducing accounts receivablesianentory to a reasonable minimum. Several studies
have shown that high levels of accounts receivadohelsinventory are associated with lower profii&pil
(e.g. Deloof, 2003; Padachi, 2006; Garcia-Terudli&tinez-Solano, 2007; Raheman & Nasr, 2007;
Falope & Ajilore, 2009; Nobanee & AlHajjar, 2009iliGBiger & Mathur, 2010Garcia, Martins &
Brandéo, 201)1 These variables are also associated with 0B and thus a worse liquidity position.
Companies shortening their accounts receivables aft so due to shortage of money as a result of a

weak liquidity position (Meltzer, 1960).

Mathuva (2010) investigated working capital’s effen profitability for 30 companies listed on the
Nairobi Stock Exchange from 1993 to 2008, using&®aand Spearman’s correlations, the Pooled
Ordinary Least Square (OLS) and the fixed effeetgession models. DSO was found to have a highly
significant negative effect on profitability. Thelationship between DIO and profitability was hoeev
found to be positive and significant, which contctslprevious studies’ results. Gill, Biger & Mathu
(2010) did not even find a significant relationshigtween DIO and profitability. One possible reason
why empirical results differ are due to the tradietivat arises at a certain level of CCC; i.e. véheosts of
interrupted production due to inventory shortageraore costly than the cost of holding extra inegnt
(Sagan, 1955; Deloof, 2003).

3.2 Less profitable firms have high levels of aceds payables

Many studies show that there is a negative relatignbetween accounts payables and profitability. (e
Deloof, 2003; Raheman & Nasr, 2007; Falope & A@l02009). The empirical results contrast the theory
of value maximization; firms with lower net workimgpital, which can be achieved by higher accounts

payables, have higher profitability and firm valdepossible explanation to the observed relatignghi
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the studies is that less profitable firms havetiadly higher accounts payables as they wait longgray
their bills (Petersen & Rajan, 1997; Deloof, 2003igher accounts payables results in a shorter CCC
which generally indicate efficient WCM but in thesases it rather signals illiquidity and inefficien
WCM. Although most studies found a negative retattip, Nobanee & AlHajjar (2009) show other
results. The authors analyzed a sample of 2,12é&ae non-financial companies listed on the Tokyo
Stock Exchange for the period 1990-2004 and coredudat managers can increase profitability by
extending the accounts payable period. MathuvaQReEaches the same results. This is also in litie w
Nazir & Afza's (2009) findings of higher levels ofirrent liabilities increase the value of a firmhieh is
supported by the theory of value maximization. Drafleof payments to suppliers enables companies to
access to the material before paid and is a chmapesof financing. However, late payments can leave
high implicit cost whenever early payment discowarss available. Though, paying suppliers in advance
due to discounts also lowers accounts payableshaisdncrease net working capital, and create piaten
liquidity risks (Dewing, 1941; Fazzari & Peters&f93; Gill, Biger & Mathur, 2010). Managers should
be careful extending the payables deferral persitl @ould damage the company’s credit reputatiah a
harm profitability in the long-run (Garcia, Marti@sBrand&do, 2011).

3.3 Shorter CCC affects profitability positively

Zariyawati et al. (2009) studied the relationshieen CCC, used as a proxy for WCM, and
profitability. He used company-year panel datapgbeod 1996-2006 for companies listed in Bursa
Malaysia, resulting in1,628 observations. UsinglBd@LS regression, they found a highly significant
negative relationship between CCC and profitahilig. reduction of the CCC is associated with bigh
profitability. Managers should strive to reduce C@gil the optimal levels in terms of value creatare
reached as it increases companies’ efficiencytefiral operations and results in higher profitapgind
firm value (Garcia, Martins & Brandao, 2011). Zanyati et al.’s (2009) results are in line with many
previous studies (e.g. Garcia-Teruel & Martineza®ol 2007; Raheman & Nasr, 2007; Samiloglu &
Demirgunes, 2008; Nobanee & AlHajjar, 2009; GarMartins & Brandao, 2011).

Shin & Soenen (1998) also studied WCM'’s impact mfitability using the net trade cycle (NTC). NTC

is calculated as CCC but the three componentsxpressed as percentage of revenues, and the measure
capture the changes in working capital neededrasudt of changes in revenues. The relationship was
studied through correlation and regression analysiisg a large sample of listed American firms fribva
period 1975-1994. The relationship between NTC@ofitability was strongly negative and they also
found that a shorter NTC is associated with a higis&-adjusted stock return and thus a higher firm

value, which is in line with the theory of value ximaization. Also, as they found a negative relatioip
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between total liabilities and firm value they camdgd that the positive effect from a shorter NTCion
value comes from lower DSO and DIO rather than éorigPO. Deloof (2003) also concluded that
manages can increase the profitability of the fiynreducing DSO and DIO to reasonable minimums
based on his finding of a negative correlation leervCCC and profitability.

Eljelly (2004) investigates if efficient liquiditmanagement, i.e. managing current assets and turren
liabilities in a way that eliminates the risk oalrility to meet short-term obligations, increasefipability.
To do so, he examines the correlation betweendityiindicators and profitability. The data useais
sample of 29 listed Saudi Arabian companies froar #1996 to 2000. He finds a significant negative
relationship between current ratio and profitafilitowever no significant relationship between C£d
profitability was found. This strengthens previeugument that current ratio and CCC measures liiyuid

in different ways.

3.4 Longer CCC impacts profitability positively

Although most studies have found a negative raiatigp between CCC and profitability, there are some
studies that have found the opposite. Padachi j2806éstigates 58 Mauritian small manufacturingnfr
using panel data for the period 1998-2003 and fangdssitive correlation between profitability an@C.
Gill, Biger & Mathur (2010) found similar resulise. longer CCCs impact profitability positively.
Suggested explanations to the positive correlatrerthat higher levels of inventory might increase
revenues due to decreased stock-out risks oreliahues could increase due to longer payment pgeriod
given to customers (Sagan 1955; Long, Maltiz & Ra1P93; Deloof & Jegers, 1996; Padachi, 2006).

The reason for different empirical results couldhsg the studies which found a positive corretatio
between CCC and profitability were made on firmsatpushed their CCCs to shorter levels than
optimal. Although a shorter CCC improves liquiditgould harm profitability, and if the trade-offuel
has been reached, opposite results to those spalifssmed where firms have not reached the trdfde-o
level are expected. l.e. if firms are beyond thééroff level in terms of too short CCC, it shouldrease

its CCC to increase profitability, though at thepense of its liquidity.

4. Bankruptcy prediction models

Inefficient WCM increases the risk of financial tiéss, where poor WCD is one form of inefficient

WCM. Prediction of bankruptcy has shown to havealjotére power. Studies investigate the predictive
ability from one year prior to bankruptcy up to aoonly three years, but also more, to predict trenev
of bankruptcy. The early bankruptcy studies (elgman, 1968; Beaver 1966) used accounting based

financial information to predict bankruptcy andelastudies have continued to use similar infornmatie
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input (e.g. Edmister, 1972; Altman, 1973; Blum, 49&Itman et al.,1977; Ketz, 1978; Ohlson, 1980;
Mensah, 1983; Zavgren, 1985; Skogsvik, 1988a), ¢éitdaday (e.g. Dewaelheyns & Van Hulle, 2006;
Leal & Santos, 2007). Empirical results show thatoainting based financial information can be used t
predict bankruptcy, and even though bankruptcybeaseen as a more extreme event compared to poor
WCD, we will use accounting based financial infotima to investigate the possibility to predict poor
WCD.

Various statistical methods have been used inh@agtruptcy prediction studies, where the ones with
probabilistic estimates of bankruptcy are the nmistresting to us as we aim to predict the prolistof
poor WCD. We find it interesting to present sonsuhes using this method in order to verify and canep
their prediction powers to our results, even thotighevent of bankruptcy is more extreme and thus a
higher prediction power is expected. However, apartions of bankrupt and surviving firms differthme
studies, and the prediction power depends on thghtireg of these proportions, the prediction powers
among studies cannot be compared. Though, adjuskngeight to similar proportions among studies,
results are comparable. Skogsvik (1988a) preselistad results from previous studies performed.
Ohlson (1980) used industrial companies from thallsseCOMPUSTATthe period1970-1976 to predict
bankruptcy, resulting in a prediction power of &®when predicting the event one year in advance.
Skogsvik (1988a) performed a study based on Swediklstrial companies. He tried to predict
bankruptcy from one year up to six years ahead evtier one year model had the highest prediction
power of 83.30%. Interestingly, even six yearohbethe event of bankruptcy a prediction power of
73.30% is reached, indicating that deterioratiokan ratios can be found even six years prior to

bankruptcy.

As it has been possible to predict bankruptcy sgwerars prior to the event using accounting based
financial information, deteriorated performancedy ratios is shown early. In the event of bankzypt

key ratios likely differ more between bankrupt aualviving firms prior to the event than for pooidan
non-poor WCD entities. Thus, as mentioned, banksuista more extreme event than poor WCD and we
therefore expect our prediction model to have loprediction power compared to the bankruptcy
prediction models.

5. Data and sample description

Quarterly data on operating level from year 20023@reating each entity-quarter as an observation,
resulted in a starting data set of 6,059 obsemtiof which 4,357 were CCs and 1,702 PCs. Each
observation is classified as poor or non-poor baseldow we separate the entities in terms of W2 T
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classification is made in one quarter, time t, tradkey ratios used as dependent variables foiqpiau

are at t-1, i.e. the quarter prior to t.

Change in orders, which is needed for separatiggoof and non-poor entities, requires data frontd-1
t-4. Therefore, entities can be classified as poaron-poor from the first quarter in 2010 to tbarth
guarter in 2013. Of 5,603 observations, the dataists of 3,477 non-poor and 2,126 poor. As weiptred
poor WCD one quarter before its occurrence, thesglrio exist a non-poor entity-quarter observation
before the event. Therefore, for entities classifis poor several quarters in a row, the first odity-
guarter observation is the only observation notusler. Also, observations have been excluded due to
missing data that was needed for the calculatiamefor several of the key ratios used as dependent
variables.

The final data set constitutes of 2,420 observati@i95 (74.17%) non-poor and 625 (25.83%) poor. Of
these, 1,736 observations are CCs of which 25.3#6%%) poor (non-poor) and 684 PCs of which
27.05% (72.95%) poor (non-poor). As proportions agipoor and non-poor are similar for CCs and PCs,

the occurrence of poor WCD among the two activiegery similar.

The frequency of poor entity-quarters is aboutsdume for the entities (see Appendix 2, table 1& Th
proportion of poor and non-poor entities is evatitributed across years and quarters, for both&@s
PCs (see table 5.1 and 5.2). Thus, neither seasfieels nor extreme years seem to exist, indigatiat
the proportions are representative for the popmafl herefore it is likely that around 26% of thdites
will be poor going forward as well. Our sample prdjons of poor and non-poor entities can therebmre

assumed to be representative to the populationjsgotions.

Table 5.1
Proportions of non-poor and poor entities per year
All Entities CcC PC

Year| Non-Poor Poor | Non-Poor Poor | Non-Poor Poor

2010 0.7421 0.2579| 0.7435 0.2565| 0.7379 0.2621
2011| 0.7517 0.2483| 0.7546 0.2454| 0.7440 0.2560
2012 0.7431 0.2569| 0.7483 0.2517| 0.7308 0.2692
2013| 0.7306 0.2694| 0.7398 0.2602| 0.7090 0.2910
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Table 5.2
Average proportions of non-poor and poor entitiesquarter

All entities CcC PC
Quarter Non-Poor Poor Non-Poor Poor Non-Poor Poor
gl 0.7395 0.2605 0.7386 0.2614 0.7431 0.2569
g2 0.7562 0.2438 0.7590 0.2410 0.7485 0.2515
g3 0.7499 0.2501 0.7721 0.2279 0.6948 0.3052
g4 0.7223 0.2777 0.7153 0.2847 0.7374 0.2626

The proportions of poor and non-poor entities perter each year are presented in Appendix 2, fable

6. Method

In order to predict poor WCD, three things neetléaconsidered; (1) what key ratios to use as if@t,
decide on appropriate statistical method and (8) twoevaluate the models’ prediction power, thitigst

are covered in below section.

6.1 Using accounting based financial information

The initial selection of what key ratios to testtie three models is of extra importance; if kdiosathat
might be explanatory are left out, the models migittachieve highest possible prediction power
(Skogsvik, 1988a). It is difficult to a priori knowhat key ratios will have statistical importanoehe
models, especially when no former studies have togredict poor WCD. Instead of testing a vergéa
set of possible key ratios, we use the results fiqrincipal component analysis (PCA) performecon
wide set of possible key ratios. PCA is a technigugansform a large data set of interrelatedalseis

into a smaller number of derived variables, cafigdcipal components which are linear combinatiohs
the original variables (Jolliffe, 2005). Selectioge key ratio from each component limits the ihitia
selection of key ratios but still ensures preséowadf the variation inherent in the larger data(g®d),
2005). Furthermore, it restricts correlation amwagables which is preferable when using a multatar
model (Skogsvik 1988a). Skogsvik (1988a) performdétCA on an extensive data set of 71 key ratids tha
was derived to capture the variation inherent enabcounting based financial information available
financial statements. The PCA resulted in 17 ppslacomponents and Skogsvik (1988a) chose one key
ratio from each principal component to use asHtit&i selection of key ratios in order to estimate
bankruptcy prediction model. We use the same salaettios as Skogsvik (1988a) for our initial setat
and by doing so we are confident in selecting latips that captures a wide range of informatiorilevh
minimizing correlation (see table 6.1).
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Table 6.1
The initial selection of key ratios

Variable Component Definition

ROA Operating profitability (Earnings before taxes and interest expenses)éadta

ROE Profitability owners (Net income + depreciation -) nor-recurring

equity expenses (income)) / (Owners' equity and deferred

taxes)*

rd Interest expense Interest expenses/(All liabilities and deferredets)*

tax Tax expense Income taxes/Earnings before taxes

assetturn Asset turnover Revenues/All assets

invint Inventory intensiveness Inventory/Revenues
Cash and cash equivalents/(Current liabilities vakate

cashpos Cash position payments)

shortliq Short-term liquidity Current assets/Current liabilities

assetstrucr Asset structure Non-current assets/All assets

assetliq  Asset liquidity (Non-current assets + Inventory)/All assets

size Size In(All assets)

businessg Business growth Growth current liabilities/Current liabilities

gec Growth Owners' equi

Growth owners' equity and deferred taxes/Ownerstgq
and deferred taxes

gdebt Growth liabilities Growth interest-bearing loans/Interest bearingdoan

finstruct  Financial structure Owners' equity and deferred taxes/All assetss
*Average of opening and closing balance

However, we choose to add some ratios we belieuk d® helpful in predicting poor WCD (see below
for definitions). For efficient WCM, a decline imders should be followed by a decrease in net wgrki
capital, and thus the variabdeders could be helpful in predicting poor WCD. Due te time lag
mentioned in the sectidfinding poor working capital developmerhange in orders received is
calculated using t-2 and t-3. If poor entities hhigher likelihood to be poor also in the fututee t
variablepoorWCDfreq is included to see if it could have explanatorwpn Based on previous studies,
too long or too short CCC suggests that the workiqgjtal levels have less than optimal effect on
profitability. CCC is seen as a proxy for WCM asdhe liquidity ratio that captures the timing obmey
and lines up best with the theory of value maxitiira why we choose to test the ratio as inpuhin t
models. A longer CCC ties up more cash comparedstworter CCC and could be seen as inefficient
WCM. Thus, CCC could help predict poor WCD.

(Orders;_, — Orders;_3)

ders = 7
ordaers (net WC; — net WCi_1) 0

where
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A(net WC), = A(Net working capital;) = (net WC; — net WC;_,)
= A(Operating current assets — Operating current liabilities) at time t

poorWCDfreq = Poor WCD frequency

__ Sum of poor classifications for entity; till t — 1 (8)

" Entity;’s length of life in quarters until t — 1

CCC = Cash Conversion Cycle = DSO + DIO — DPO (9)

where

(Accounts receivables; + Accounts receivables;_;)/2
Revenues/365

DSO = Days Sales Outstanding =

(Inventory, + Inventory,_,)/2
Cost of goods sold/365

DIO = Days in Inventory Outstanding =

(Accounts payables; + Accounts payables;_4)/2
(Alnventory, + Cost of goods sold) /365

DPO = Days Payable Outstanding =

6.1.1 Outliers

To get an overview of our data and find outliers, wsed box whiskers diagrams (boxplots). The
difference between the upper and lower quartit@lied interquartile range (IQR). A typical apprbdo
define outliers is (Upton, 1996);

Values > Q3 + 1.5 X IQR
Values < Q1 — 1.5 X IQR

To reduce the impact of outliers we have chosexingorize the values to a maximum@ + 1.5 x IQR
and to a minimum of)1 — 1.5 x IQR. For the entire data set, 8.61% of the values baea winsorized,
which is similar to for example Dewaelheyns & vanllel's (2006) study whavinsorized the variables at
5% and 95%, i.e. in total 10% of the values. Whegpasating CCs and PCs, 9.26% and 8.81% of the
values were winsorized respectively. The allowedjesof each key ratio is shown in table 6.2.
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Table 6.2
The allowed range for the initial selection of kagios

All entities CC entities PC entities
Variables min max min max min max
ROA -0.164 0.314 -0.156 0.300 -0.188 0.359
ROE -0.738 1.540 -0.658 1.407 -0.929 1.858
rd 0.000 0.024 -0.013 0.025 -0.011 0.022
tax -0.480 0.801 -0.487 0.811 -0.461 0.769
assetturn -1.059 3.252 -1.172 3.581 -0.717 2.374
invint -0.344 0.809 -0.311 0.703 -0.392 1.107
cashpos -0.783 1.384 -0.738 1.361 -0.830 1.403
shortlig -0.390 3.849 -0.172 3.583 -1.281 5.038
assetstruct -0.255 0.570 -0.163 0.391 -0.328 0.869
assetliq -0.282 1.053 -0.240 0.903 -0.097 1.197
finstruct -0.217 1.016 -0.200 0.957 -0.238 1.116
businessg -0.502 0.533 -0.522 0.564 -0.451  0.456
geq -0.318 0.399 -0.353 0.412 -0.271 0.408
gdebt -0.560 0.505 -0.601 0.563 -0.479 0.395
size 7.986 15.457 7.986 14900 9.728  15.457
CCC -141.908 169.758 -204.579 201.916 -59.158 128.685
orders -9.583 10.510 -9.482 10.369 -9.900 10.858

poorWCDfreq  0.000 0.532 0.000 0.538 0.000 0.598

6.2 Choice of prediction model

To decide what statistical method to use when ptiedj poor WCD we have evaluated the methods used
in previous studies predicting bankruptcy. Multiaée models (allowing several variables to together
predict poor WCD) are preferred over univariate eiegone single variable predicts poor WCD) as
prediction power generally becomes higher (SkogsMi88a). Among the multivariate models used in
these studies, multivariate discriminant analyBIBQ) has been common (e.g. Altman, 1968; Altman,
1971; Deakin, 1972; Edmister ,1972; Blum, 1974nk&14975; Sinkey Jr, 1975; Altman & Loris 1976;
Altman, Haldeman & Naraya, 1977; Moyer, 1977; Nor@Smith, 1979; Dambolena & Khoury, 1980;
Ohlson, 1980)However, we have chosen not to use MDA in ordemuid the problems related to the
statistical requirements on the distributional gmdies of the independent variables when using this
method. Firstly, the independent variables (i.e.kay ratios) need to follow a normal distributiand
secondly the variance-covaraince matrices forridlependent variables need to be the same for the tw
categories of poor and non-poor entities (Ohls@80}, which generally does not hold for financetios
(Foster, 1986; Skogsvik 1988a). Also, MDA doesmalvide estimated probabilities of an event (OhJso
1980; Skogsvik & Skogsvik, 2013), which for us idesirable outcome.

27



Our dependent variable is binary with the two défe categories; poor or non-poor. Logit/probitlgsia
was used already in relatively early attempts tmjmt bankruptcy (e.g. Ohlson, 1980; Skogsvik, )88
but is still the predominant statistical methodduseestimate models for binary outcomes (Magnac,
2006), even though we have seen an extensive gewelt of alternative models during the last decades
(Horowitz & Savin, 2001). Logit/probit analysis dorot require the assumptions of MDA and the
outcome can easily be translated into probabil{t@sson, 1980). The logit/probit analysis reliestbe
existence of an unobservable ind& for poor WCD in our case, which is assumed ta tiaear

function of some independent variablaR ():
V =8, + 8;AR; + 8,AR,+... +8,AR; (10)
where
V= index of poor WCD t-1
AR; = accounting ratio i t-1
§; = coefficient of accounting ratio i t-1
(Skogsvik, 1990)

For every observation it is assumed to exist &atitndex valué/; so thatv <V for non-poor entities
andV > V for poor entities (Skogsvik, 1990). The differetedween probit and logit analysis is tRas
assumed to be normally distributed in probit witiléogit it is assumed to follow a logistic funatioThe
dependent variable assumes the value 1 if theyasifitoor and 0 if non-poor. In a probit/logit aysis,

the probability for non-poor can be written as:
p(poor WCD = 0|V) = p(V <V)

The probability for poor can then be written as:
p(poorWCD =1|V) =1—p(V <V)

(Skogsvik, 1988a)

The results using logit and probit analysis alnabstiys converge when looking at the probabilities
generated by the models (Skogsvik, 1988a; LongeeEe 2003). We have chosen to use logit analysis in
our study due to no specific reason other thanttreatransformation from the value V into probabils

somewhat easier using logit than probit. Logit Vst developed from probit analysis by Berkson44p
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and was later developed and became more sophéstitaiough the work of among others McFadden
(2001) and Train (2003). L@tindicate an entity’s estimated probability of bewoeg poor. When using

logit analysis this probability can be written as:

1n< P A) _v (11)
1-p
And p, can then be calculated as:
5 1 (12)
P=1reVv

(Norton & Wang, 2004)

The coefficientsdy, 61, 8,... 61) in function (10) have been estimated using a mari likelihood

method (see Appendix 3 for more information) in stegtistical program STATA.

6.3 Finding the final combination of key ratios ithe prediction models

The significance of coefficients can be evaluatsidgit-test, and the goodness of fit of estimatedeis
can be evaluated using a likelihood ratio indexppeed by McFadden (1972) (Ohlson, 1980, Skogsvik,
1988a). McFadden’s (1972) likelihood ratio indexnares a model using all the explanatory variatades
a model with no variables (Hu, Shaou & Palta, 208&)igher likelihood ratio index indicates a bette
goodness of fit but should only be used to compardels predicting the same event using the sandf set
data, and not as a comparison to other predictiodets (Long & Freese, 2006).

A first step to find a satisfying combination ofics was to exclude all ratios with coefficients no
significant at a 10% level. To further find the duimation of ratios that would give a high predickiip
but still contain a limited number of ratios wédiDewaelheyns & van Hulle (2006), used the stepwis
forward and backward function, an estimation tegheithat allows us to reduce the number of var&able
while preserving the likelihood ratio at a leveds# to the model containing all ratios. We are awdithe
limitations of using a stepwise forward and baclduwaiodeling in a statistical package like STATA to
limit the variables included in the final model.l&#ion bias will occur as the orders of the vagab
included or excluded affects the selected modetk&n & Keselman, 1992). The choice of using
stepwise may have resulted in a final model thabtwultimate in terms of prediction power. Howewege
do not aim to find the ultimate model but rathenadel with a satisfying prediction power containang
limited number of variables that enables easy aadtical application of the model. The result i$ uged
to evaluate predictability of the model itself or tomparison with other prediction models butokely
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an approach to limit the number of variables. Aéeery stepwise we exclude the least explanatory

variable to each model if the reduction of the akle did not reduce the likelihood ratio signifitign

The prediction power of the final model is evalgdiased on the percentage mean errors made by the
model (see the sectidvaluation of the modglTo further ensure that the models do not loséliption
power when excluding an explanatory variable sugglelsy the stepwise function, we also test if tteaa
under the ROC curve (receiver operating charatits)ss significantly reduced by the exclusionisTis

a common approach to compare prediction powersaecnmdels and the differences can be chi-squared
tested (Chava & Jarrow, 2004).

6.4 Evaluation of the models
6.4.1 Mean error

In line with bankruptcy prediction model studieg lwok at misclassifications made by the models to
evaluate its prediction powers. The prediction pewan be tested by applying the models on the lsamp
to see with what probability the entities are eatid to be poor the coming quarter. To be abléassify

an entity as poor or non-poor, a cutoff pgirmeeds to be determined such that entities fvithp are

classified as poor arfii< p as non-poor. The model can make two types of errors
Type | errors: poor entities are classified as poor as < p
Type |l errors: non-poor entities are classifieghasr asH > p

The choice of cutoff poinp, involves a trade-off between the size of typad type Il errors (Skogsvik
& Skogsvik, 2013).The higher the cutoff point, there type | errors are made as an entity needs a
relatively high probability of becoming poor in erdto be classified as poor, on the other handhitteer
the cutoff point the fewer type Il errors. Likewjtke lower cutoff point the less type | errors émel
more type Il errors are made. A common approadfairkruptcy studies has been to choose the cutoff

point that minimizes the mean error (Ohlson, 1&&@gsvik, 1988a).

The three different approaches used to calculatentsan error are:

N(type I errors N(type Il errors
(typ ) (typ ) 0.5 (13)

f(1) = .
M N(poor entities) N(non — poor entities)
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N(type I errors) N(type Il errors)
f(2)=yx 1- 14
@ =y N(poor entities)] A=y N(non — poor entities) (14)
N(type I errors) N(type Il errors) ]
f(3) =z x 1-— 15
3=z N(poor entities)] -z N(non — poor entities) (15)

where

N(type | errors) = the number of type | errors

N(type Il errors) = the number of type Il errors

N(poor entities) = the number of poor entitiesiia sample
N(non-poor entities) = the number of non-poor @xitn the sample
y = the proportion poor entities in the population

z = the proportion poor entities in the sample
(Skogsvik & Skogsvik, 2013)

As the proportions of poor and non-poor entitiegehaistorically been stable in the sample (seestabl
and 2),z can be assumed to be equay end thus f(2)=f(3), why only f(2) will be used.

If assuming the key ratios are randomly distribwaethng poor and non-poor entities, f(1) will on rage
be 50% independent of cutoff point (Skogsvik, 1988knowing the a priori probability of failurd(2)
can be compared to two naive approaches of clasgifite entities without using a model:

a) All entities are classified in accordance with tdag¢egory that has a priori highest probability of
occurring

b) Entities are randomly classified proportionatehi® & priori probability of respective category

(Skogsvik, 1988a)

Using approach a), all entities are predicted tadrepoor, resulting in 100% type | errors and 9petll
errors. The mean error would then on average B&88x100% + 0.7417x0% = 25.83%. Approach b)
predicts 25.83% as poor and 74.17% as non-poadtiresin 19.16% (0.2583x74.17%) type | errors and
19.16% (0.7417x25.83%) type Il errors and thustiean error made on average is 0.2583x19.16% +
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0.7417x19.16% = 38.32%. Approach b) results inegligtion power of 61.68% (1-38.32%). The model’s
prediction power is preferably assessed usinga$d) takes into account the a priori proportiopoér an
non-poor entities. f(1) will still be calculated ihgan be compared to the prediction power in jonev
bankruptcy studies. Table 6.3 summarizes the mearseand the respective prediction powers from the
naive approaches that will be used for comparisatisthe respective models’ prediction power when

using mean error f(2).

Table 6,3
Mean error f(2) and respective prediction powef¢2Xhe two naive approaches a) and b)
All Entities CC Entities PC Entities
prediction prediction prediction

f(2) power(2) f(2) power(2) f(2) power(2)
Approach a) | 0.2583 0.7417 0.2535 0.7465 0.2705 0.7295
Approach b) | 0.3832 0.6168 0.3785 0.6215 0.3947 0.6053

6.4.2 The average error cost

The approach of minimizing the mean error has haweeen criticized already by Beaver (1966), as it
does not incorporate the probable difference ih @aba type | and type Il errors respectively (Skag,
1988a). The approach is only appropriate if the obt/pe | errors equal that of type Il errorsidib

When costs of the two types differ, the averagerarost could be used to evaluate the model’s gtiedi

power instead of the minimized mean error. Theayelerror cost is calculated as:

N(type I erros N(type Il errors
cost=y X (typ — ) X cost; + (1 —y) X (typ )
N(poor entities)

X cost 16
N(non — poor entities) costy  (16)

Wherecost; is the cost associated with a type | error essd;; with a type Il error.

(Skogsvik & Skogsvik, 2013)

The probability cutoff poinp, to use can be derived based on the trade-offémstvexpected error costs,

calculated as:
Expected error cost of type | erropst cost;
Expected error cost of type Il errofd: — p) * costy;

An entity is classified as poor whenx cost; > (1 — p) * costy;
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This decision rule implies a probability cutoff pgip, equal to:

1

R
(1-) o

(ibid)

The average error cost will be used in the anatgsevaluate the models’ prediction power wherait be

assumed to exist a difference betweest; andcost;;.

6.5 Testing the validation and robustness of thegiction powers

Testing the prediction power using the sample ddtajield fewer errors than if the models are &zkbn
new data (Ohlson, 1980). Still, we will use theirensample when estimating our models to ensure bes
prediction power (ibid). To test the validationanfr results, time series validation will be perfexdn
something that is encouraged by Joy & Tollefsory§)9Time series validation means the model is re-
estimated using part of the data in our sampletlamde-estimated model is tested on later datased to
estimate the model (see table 6.4). The final coatlin of key ratios is kept while the coefficieate re-
estimated. A ROC curve for each time series vatidaest is performed to evaluate the differences
between the in- and out-of-sample tests, wherdifferences in area under the ROC curves are chi-
squared tested to assess the results’ signifiq@itava & Jarrow, 2004). Besides testing the models’
prediction power, time series validation will beefid to assess how many years of data is needed to
estimate the models and how long the models ai@ bafore re-estimation is necessary.

Table 6,4
Time series validation periods and their respedtgéing periods
Estimation period Testing period| Estimation period Testing period

2010 2011 2010-2012 2013
2011 2012 2010 2012
2012 2013 2010 2013
2010-2011 2012 2011 2013
2011-2012 2013 2010-2011 2013
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7. Results and analysis

The section below covers our results and anallgistly, we show and analyze the results usingath
(both CCs and PCs), what we call the original moslstondly we present two separate models based on
the activity CC and PC and discuss their difference

7.1 Results for the original model (estimated usingth CC and PC entities)

Table 7.1
Original model
Variables Coefficients t-Statistics
assetturn -1.226 0.000
invint -3.438 0.000
assetstruct -4.303 0.000
assetliq 4.237 0.000
poorWCDfreq -16.705 0.000
geq -0.652 0.006
cons. 6.048 0.000

f(1) = 0.2634, prediction power(1) = 0.7366
f(2) = 0.2079, prediction power(2) = 0.7921

The original model results in a final combinatidrsix key ratios 4ssetturn, invint, assetstruct,

assetliq, poorWCDfreq andgeq) that are statistically significant on a 1% siggahce level or lower (see
table 7.1). The ratios with a negative coefficidatrease an entity’s probability of becoming pout a
increase when a positive coefficient. When miningzihe mean error f(2), the original model has a
prediction power(2) of 79.21% which can be compaoeoin average 61.68% correctly classified entities
using the naive approach b) or 74.17% if using egg a). Using f(1), the mean error to use for
comparisons with bankruptcy studies, results inediption power(1) of 73.66%. f(2) is minimizedthé
cutoff point 48.60% and f(1) at 27.05%.
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Graph 7.1
Estimated probabilities for all entities using tireginal model (both poor and non-poor entities)
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Estimated probabilities for poor and non-poor @gitespectively using the original model
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Graph 7.1 illustrates the entire sample’s probidsli Most entities have low probabilities (fronb%6)

and a very small number of observations reach jibtias between 70-100%. Graph 7.2 illustrateg tha
poor entities on average have higher probabiltias non-poor, indicating that the model manages to
some extent to classify entities as poor or non-poaectly. Most non-poor entities are distributed
among the low probabilities while the number of pemwtities peak at a probability of 55%. The mean
probability for non-poor entities is 20.54% whita poor entities it is higher, 41.01%. Graph 7.@ssful
in assessing the effect of a given cutoff point:.oligh graph 7.bne can see how many entities in the
sample that we classify as poor by having a cedafoff point and graph 7.2 can further be used to
evaluate the misclassifications made i.e. typgals§ifying poor entities as non-poor) and type Il
(classifying non-poor entities as poor) errorsgaertain cutoff point.
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7.2 Analysis — original model’s prediction power

7.2.1 The original model’s prediction power

Our model makes a mean error f(1) of 26.34% whsdbwer than 50%, the implied mean error if the key
ratios are randomly distributed among poor and pmor entities. Our model’s prediction power(1) is
somewhat lower compared to models predicting barkyp where for example Skogsvik's (1988a)
model predicting bankruptcy one year ahead residtadorediction power(1) of 83.30% and Ohlson’s
(1980) at 85.00% one year prior to bankruptcy. Thisa line with what we expected as poor WCD was
anticipated to cause a less clear deterioratitkeyratios one quarter prior to the event than whatbe
seen in the ratios one year prior to bankruptcy. i@oedel’s prediction power(1) is at about the sdenel

as Skogsvik's (1988a) model predicting bankrupteyears ahead, illustrating the long deterioration
process of financial variables several years padrankruptcy, which is not the case for poor WCD.
Thus, predicting poor WCD two quarters ahead orenibre prediction power will most likely be low, as

already expected and discussed.

As mentioned, we view the mean error calculatedmiicg to f(2) as more realistic as it takes into
account the a priori proportions of poor and noofgtities. To evaluate the model’s prediction
power(2), we compare it to a situation where cfasgion is done without a model, either according
approach a) or b). When using approach a) alliestiire classified as non-poor, resulting in orraye
74.17% correctly classified entities (mean errgj fff 25.83%). Even though approach a) probably is
most commonly used among companies, the approachecgiewed as optimistic if it exists poor enstie
Therefore, we think that a more accurate compatis@ur model would be approach b) where the
company at least tries to classify some entitigsoas and does so by classifying 25.83% as poor and
74.17% as non-poor, based on the proportions gbdpelation. This would result in on average 61.68%
(mean error f(2) of 38.32%) correctly classifiedits#s. The classification with a model resultom
average a mean error f(2) of 20.79% , 17.53 peagenpoints (pp) lower than when using approach b).
is however apparent that approach a) yields a lomesm error than approach b), the classificatidh wi
the model still provides a lower mean error butdHference is reduced to 5.04 pp. Even though our
model results in a lower mean error f(2) than using of the naive approaches, further investigatifon
both our model’s prediction power and why approa@kts better than b) for the company in terms of
correctly classified entities is needed. Hencehgisio model at all, the company can reach relatieielse
results compared to using our model. To undergtaisgphenomenon and our model’s prediction power,

the mean error's components, i.e. type | and typerbrs, need closer examination.
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Graph 7.3
The error-frontier using the original model
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Graph 7.3 illustrates the error-frontier impliedthg model and demonstrates the trade-off betwgmEnit
and type Il errors; the more type | errors madeeher type Il errors and vice versa. The graphb als
visualizes the model’s prediction power. The refeeeline shows how the mean error-frontier wouttklo
like if the model randomly assigned probabilitiesentities and had no predictive ability (Chava &
Jarrow, 2004). The smaller the area is betweensthe and the error-frontier, the fewer misclasaifims

and accordingly higher prediction power. The digttion of errors depends on the choice of cutoiiifpo
which is shown in table 7.2 and visualized in grdph
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Table 7.2
Type | and type Il errors for selected cutoff psimith original model

Error rate

Cutoff Type | Type |l f(2) f(1)
0.00 0.000 1.000 0.742 0.500
0.05 0.051 0.788 0.598 0.420
0.10 0.072 0.651 0.501 0.361
0.15 0.093 0.528 0.415 0.310
0.20 0.134 0.434 0.357 0.284
0.25 0.186 0.348 0.306 0.267
0.30 0.256 0.286 0.278 0.271
0.35 0.354 0.216 0.252 0.285
0.40 0.461 0.154 0.233 0.308
0.45 0.541 0.102 0.215 0.321
0.50 0.638 0.064 0.212 0.351
0.55 0.768 0.036 0.225 0.402
0.60 0.878 0.018 0.241 0.448
0.65 0.947 0.003 0.247 0.475
0.70 0.973 0.001 0.252 0.487
0.80 0.994 0.000 0.257 0.497
1.00 1.000 0.000 0.258 0.500

Graph 7.4

Original model: type | and type Il errors for giviavels of cutoff points
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Graph 7.4 shows the higher the cutoff point, thveefetype Il errors and the more type | errors. Augoff
point over 60.00%, the company makes almost 0% liypeors and 100% type | errors. At the intercept
in graph 7.4, the cutoff point is 31.47%, resulting 26.87% type | and type Il error rate. Tymad

type Il errors for a given cutoff point is showntable 7.2. So far our approach to demonstrateigirenal
power has been, just like in the bankruptcy styd@shoose the cutoff point that minimizes the mea
error. Lowest mean error f(2) is given at a cupafint of 48.60% resulting in 59.68% type | erronsla
7.24% type Il errors. Low cutoff points give worsediction power (2), which is explained by thegkar
amount of type Il errors that is made as moreientitith lower probabilities of becoming poor vk
classified as poor. When using f(1) calculationtfe@ mean error, the mean error is minimized attaft
point of 27.00%, resulting in a type | error rafe20.64% and type Il error rate of 32.03%.

As the table 7.2 shows, the cutoff point choseacsfthe prediction power of the model as welhas t
proportions of type | and type Il errors. As thereori probability of being poor (25.83%) is smalle
compared to non-poor(74.17%), an approach thatmiiels mean error f(2) will imply a large proportion
of type | errors as poor entities are weighted loaved thus the misclassification of them has a towe
effect on mean error. Type | errors are weighteeelo which also explains why approach a) resulis in
smaller mean error than approach b). Approachsphby type | errors while approach b) has a reddyi
large proportion of type |l errors. Even if our nebgignificantly decreases type | errors, at thee@se of
only a slightly higher type Il error rate, the higtoportion given to type Il errors contributeghe
relatively small change in terms of mean error leetavour model and approach a), as this approach
always make 100% type Il errors and thus highlytrioates to a lower mean error. Though, if thera is
preference for avoiding one type of errors, the ehgtiould rather be evaluated based on its albdity
avoid that certain type of errors rather than ow kaw mean error that can be achieved. The cutaifitp
should then rather be selected so that the modésithe error that is least preferred.

7.2.2 The cost of type 1 and type 2 errors

As the model aims at predicting poor WCD, it wobipreferable if poor entities were not misclaesifi
Theory points out the costs of having poor WCD hotterms of liquidity and profitability, and thus
lower firm value, which suggests that type | errams more costly than type Il errors. Hence, the

underlying reason for the need of this kind of jmgdn model.

Classification without a model according to appfoaghas a lower mean error f(2) than b), however t
former approach results in 100% type | errors évdype Il errors, while the latter in 74.17% typanid
25.83% type Il errors each. When type | errors khba avoided the company does better in clasgjfyin

according to approach b) than approach a) asehidts in fewer type | errors, despite a higherrmea
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error. The minimized mean error is not appropratesvaluating the usefulness of the model if thisra

preference for avoiding type | errors.

Thus, type | errors should be reduced, but if tteft point is chosen so that these errors areieditad,

type Il errors will be almost 100% (see table 7a2)d our model will not be very helpful as almdkt a
entities will be classified as poor. Hence, a lgsggportion of the entities would be incorrectlgssified
which may create more costs to the company degptéact that type | error costsoét;) are higher than
type Il error costscpsty;). How largercost; is compared toost,;, should rather be used in order to decide
on an appropriate cutoff point, and hence, woufttwa the usefulness of the model better in terfims o
cost savings compared to minimization of mean efirable 7.3 illustrates the usefulness of our model

compared to using no model at all, for differemdgmrtions of wherost; is higher tharosty;.

Table 7.3
Average error cost for original model comparedgpraach a) and approach b)
cost;/costy 1 2 3 4 5 10 15 20
Cutoff point 0.500 0.333 0.250 0.200 0.167 0.091 0.063 0.048
Approach a) type | rate 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000
Approach a) type Il rate 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000
Approach b) type | rate 0.742 0.742 0.742 0.742 0.742 0.742 0.742 0.742
Approach b) type Il rate 0.258 0.258 0.258 0.258 0.258 0.258 0.258 0.258
Original model type | rate 0.638 0.301 0.186 0.134 0.106 0.070 0.059 0.051
Original model type Il rate 0.064 0.247 0.348 0.434 0.497 0.681 0.760 0.798
Approach aYost 0.258 0.517 0.775 1.033 1.292 2.583 3.875 5.166
Approach b)ost 0.383 0.575 0.766 0.958 1.149 2.107 3.065 4.023
Original modelcost 0.212 0.339 0.402 0.461 0.505 0.687 0.793 0.857

Approach akost / Original modelcost 1.216 1525 1.927 2.242 2556 3.759 4.886 6.031
Approach b)ost / Original modelcost 1.804 1.696 1.906 2.079 2.275 3.067 3.866 4.697

If cost; = costy;, the cutoff point is 50.00% and thus results iarge proportion of type | errors but few
type Il errors. The highetost; in relation tocost;;, the lower the cutoff point and the fewer typerbes.
This however comes at the expense of an increaspdnpion of type Il errors. Our model is more wdef
in terms of a lower average cost error rates{) compared to both approach a) and b). Table [LiSriates
that approach b) is better than approach a) firgtnwost; is 3x larger or more thatost;;. The
explanation is that approach a) results in 0% typerors, and although approach b) implies feweetl
errors than approach a), it still results in typertors. The benefit of reducing type | errorseeds the

cost of the increase in type Il errors first whieadost,/costy; relation is larger than 3.
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Classifying the entities using our model resulta lowercost than both approach a) and b) whest; is
equal tocosty;, and the highetost;/cost; relation, the better usefulness in terms of casgings. When
cost; is 4xcosty;, thecost is half of what it is when using both approactaadl b). Thus, prediction power
using minimization of mean error indicated our mag@nly slightly better than approach b), takougts

of the two types of errors into account, demonsgrat significant improvement in power.

7.3 Results for separate models; CC and PC

Table 7.4
The separate models
CC model PC model

Variables Coefficients  t-Statistics Variables Coefficients  t-Statistics
assetturn -1.114 0.000 assetturn -1.836 0.000
invint -3.698 0.000 invint -2.956 0.000
assetstruct -2.773 0.006 assetstruct -6.293 0.000
assetliq 2.566 0.000 assetliq 6.175 0.000
poorWCDfreq -28.077 0.000 gdebt -1.262 0.001
cons. 9.928 0.000 poorWCDfreq -8.704 0.000

cons. 3.306 0.000
f(1) = 0.2370, prediction power(1) = 0.7630 f(1) = 0.3065, prediction power(1) = 0.6935
f(2) = 0.1890, prediction power(2) =0.8110 f(2) = 0.2310, prediction power(2) =0.7690
f*(1) = 0.2643, prediction power*(1) = 0.7357 f*(1) = 0.3245, prediction power*(1) = 0.6755
f*(2) = 0.2051, prediction power*(2) =0.7949 f*(2) = 0.2281, prediction power*(2) =0.7719

* Original model used on CC and PC entities respelgt

The separate models include almost the same vesiaislthe original model. Howevgeg is not

included in any the two separate models. The oatiable separating the CC model and the PC model is
gdebt (table 7.4). To see if there is an improvemenirwiwo separate models rather than using the
original model, we use the original model to prégigor WCD among CCs and PCs separately and
compare the results to if separate models are i$edseparate model for CC compared to using the
original model is slightly better (f(2)>f*(2)) whalslightly worse for PC (f(2)<f*(2)). f(2) is miniined at

a cutoff point of 48.29% for CC and 43.83% for PC.
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Graph 7.5
Estimated probabilities of poor WCD using the safamodels for CC and PC entities
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Estimated probabilities for poor and non-poor C@tiess respectively using the CC model
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Graph 7.7
Estimated probabilities for poor and non-poor PGties respectively using the PC model
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CCs seem to have on average lower probabilitiggof WCD compared to PCs, as illustrated in graph
7.5. As shown by graph 7.6 and 7.7, both the CCRdnodels estimate higher probabilities for poor
than for non-poor entities, which was also the e@sen using the original model. Most non-poor CC
entities are centered on low probabilities of paED and poor entities on higher probabilities, whil
thus the same pattern is less visible among batkpoor and poor PC entities. The mean probability f
poor (non-poor) PC entities is 37.86% (23.04%) 451$6% (18.4%) for CC entities.

7.4 Analysis - the CC and PC models’ prediction @os/

Following the discussion on the preference of angidype | errors the company will do best if using
approach b) to predict poor WCD without the ac¢essmodel. Both the PC and CC models result in a
lower mean error f(2) than approach b), 18.94 pgetdor CC and 16.37 pp for PC. The reduction in
mean error f(2) from using a model is slightly kardor the CC model, which also is illustrated magh

7.8 where the area between the error-frontier hadvto axes is smaller for CC compared to PC.
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Graph 7.8
The error-frontiers using the separate models fora@d the PC

Graph 7.9

CC model and PC model: type | and type Il errorgfven levels of cutoff points
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The cutoff point where the percentage of type | e 1l errors are equal is very similar for PG &C,
as can be illustrated by graph 7.9. The cutoff p@nCC and PC is 29.84% and 29.69% respectively.
Note, the PC model has both a steeper type | g&litycurve compared to the CC model, which is a
result of both the shorter probability range arelgmaller difference in probabilities for non-pamd
poor PC entities (shown in graph 7.7). This indisghat more errors are plausible when predictibg P
entities as poor or non-poor, a fact evident as(f{ediction power(2)) for the PC model is higher
(lower). A lower cutoff point is required in ord&r minimize mean error in the PC model, which goal

the case (also illustrated in table 7.5).

Table 7.5
Type | and type Il errors for selected cutoff peintith the separate models for CC and PC
cC PC
Cutoff Type | Type ll f(2) f(1) Type | Type Il f(2) f(1)

0.00 0.000 1.000 0.742 0.500 0.000 1.000 0.730 0.500
0.05 0.051 0.788 0.598 0.420 0.011 0.902 0.661 0.456
0.10 0.072 0.651 0.501 0.361 0.065 0.762 0.573 0.413
0.15 0.093 0.528 0.415 0.310 0.097 0.641 0.494 0.369
0.20 0.134 0.434 0.357 0.284 0.173 0.515 0.423 0.344
0.25 0.186 0.348 0.306 0.267 0.222 0.405 0.355 0.313
0.30 0.256 0.286 0.278 0.271 0.324 0.305 0.310 0.314
0.35 0.354 0.216 0.252 0.285 0.405 0.220 0.270 0.313
0.40 0.461 0.154 0.233 0.308 0.492 0.132 0.230 0.312
0.45 0.541 0.102 0.215 0.321 0.611 0.086 0.228 0.348
0.50 0.638 0.064 0.212 0.351 0.746 0.058 0.244 0.402
0.55 0.768 0.036 0.225 0.402 0.870 0.032 0.259 0.451
0.60 0.878 0.018 0.241 0.448 0.914 0.020 0.262 0.467
0.65 0.947 0.003 0.247 0.475 0.978 0.014 0.275 0.496
0.70 0.973 0.001 0.252 0.487 0.995 0.004 0.272 0.499
0.75 0.982 0.001 0.254 0.491 1.000 0.000 0.271 0.500
0.80 0.994 0.000 0.257 0.497 1.000 0.000 0.271 0.500
0.85 0.998 0.000 0.258 0.499 1.000 0.000 0.271 0.500
1.00 1.000 0.000 0.258 0.500 1.000 0.000 0.271 0.500

The cutoff point that minimizes mean error in thigimal model and the separate CC and PC models doe
not differ much, nor the respective minimum meanorsrachieved by the models. However, the
preference of avoiding type | errors has not bakart into account. Next section will further evadutne

prediction power of the separate models to tharmaignodel.
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7.4.1 The CC and PC models’ prediction powers in coparison to the original model’s

Graph 7.10

Error-frontiers for CC entities using the CC modampared to original model
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Error-frontiers for PC entities using the PC matthpared to original model
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The difference between the two error frontiers wheing the original and the separate model (shown i
graph 7.10 and 7.11) is not significant for the @Ghe PC model, indicating that the prediction pow

has not significantly improved by using separateef® Due to the differences between CCs and PCs
(which is illustrated in Appendix 4, table 1, pretieg differences in mean values of the initiaesébn of
key ratios between CCs and PCs), we expected higkdiction power for the separate models compared
to the original model. The separate models inchlatsut the same ratios, indicating that the ratios
explanatory to predict poor WCD are similar fortb®Cs and CCs, even though CCs and PCs differs in

terms of operating activities.

As discussed in the analysis on the prediction pai/éhe original model, type | errors are leastferred
to type Il errors. Even though we did not find gngficant decrease in the area under the errotiégrit

the case of PCs, the separate model is better cethpmthe original model for low levels of typerror
rates (see graph 7.11). The same can however rsetemefor the CC model (see graph 7.10). To further
investigate the models’ usefulness when fewer hygreors are desirable, we again look at the awerag

error costsdost) for the models.

Table 7.6

Average error cost for CC model compared to originadel, approach a) and approach b)
costl/costll 1 2 3 4 5 10 15 20
Cutoff point p 0.500 0.333 0.250 0.200 0.167 0.091 0.063 0.048
Approach a)Type | rate 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000
Approach a) Type Il rate 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000
Approach b)Type | rate 0.747 0.747 0.747 0.747 0.747 0.747 0.747 0.747
Approach b) Type Il rate 0.254 0.254 0.254 0.254 0.254 0.254 0.254 0.254
CC model Type | rate 0.555 0.291 0.168 0.118 0.080 0.050 0.034 0.030
CC model Type Il rate 0.075 0.210 0.312 0.376 0.415 0.570 0.650 0.683
Approach ayost 0.254 0.507 0.761 1.014 1.268 2.535 3.803 5.070
Approach b)ost 0.378 0.568 0.757 0.946 1.135 2.082 3.028 3.974
CC modeicost 0.196 0.304 0.361 0.400 0.411 0.552 0.615 0.660
Approach a) costCC modelcost 1.290 1.667 2.109 2.533 3.086 4.589 6.187 7.687
Approach b) cost CC modeicost 1.927 1.866 2.099 2.363 2.765 3.768 4.926 6.025
CC original model Type | rate 0.591 0.384 0.250 0.195 0.148 0.089 0.068 0.057
CC original model Type Il rate 0.075 0.193 0.262 0.311 0.343 0.448 0.500 0.534
CC original modetost 0.206 0.339 0.386 0.430 0.444 0.559 0.633 0.687

CC original modetost / CC modelcost 1.047 1.114 1.070 1.075 1.080 1.012 1.029 1.042
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Table 7.7
Average error cost for PC model compared to Origimadel, approach a) and approach b)

costl/costll 1 2 3 4 5 10 15 20

Cutoff p 0.500 0.333 0.250 0.200 0.167 0.091 0.063 0.048
Approach a)Type | rate 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000
Approach a) Type Il rate 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000
Approach b)Type | rate 0.730 0.730 0.730 0.730 0.730 0.730 0.730 0.730
Approach b) Type Il rate 0.271 0.271 0.271 0.271 0.271 0.271 0.271 0.271
PC model Type | rate 0.746 0.384 0.222 0.173 0.124 0.054 0.016 0.011
PC model Type Il rate 0.058 0.253 0.405 0.550 0.593 0.800 0.860 0.910
Approach ayxost 0.271 0.541 0.812 1.082 1.353 2.705 4.058 5.410
Approach biost 0.395 0.592 0.789 0.987 1.184 2.171 3.157 4.144
PC modekost 0.244 0.392 0.475 0.589 0.601 0.730 0.693 0.722
Approach a) costPC modekost 1.108 1.381 1.708 1.838 2.251 3.708 5.855 7.491
Approach b) costPC modekost 1.616 1511 1.661 1.676 1.970 2975 4556 5.738
PC original model Type | rate 0.719 0.568 0.449 0.395 0.378 0.324 0.254 0.238
PC original model Type Il rate 0.050 0.126 0.200 0.240 0.267 0.371 0.419 0.453
PC original modetost 0.231 0.399 0.510 0.602 0.706 1.148 1.336 1.617
PC original modetost/PC modekost 0.946 1.019 1.074 1.023 1.175 1.573 1.928 2.239

Table 7.7 confirms and strengthens what illustrategtaph 11; when a cutoff point that lowers type
errors is chosen, the PC model is preferable totiginal model as theost for the PC model is lower
than for the original model. This is especiallydmnt whercost; is 5x or more thanost;;. The reason is
because the PC model manages to make fewer typar$ eompared to the original model, however, at
the expense of more type Il errors. Though, tlsideroff is less important the higherst; /costy; relation.
The same is not seen in the CC modelcths for the CC model is lower than for the originalaeb
independent onost;/costy; relation (see table 7.6). This suggests that sgpanodels for both CC and

PC are preferred over a model including both tygfectivities (i.e. the original model).

When comparing the two separate models for CC @htbRhe original model, it is apparent that althiou
about the same ratios are used, the PC modelslifiere from the original model than in the casthef
CC model in terms of both prediction power @osk. This result is probably due to the large proporti
of CCs (71.74%) of the total entities used to estéthe original model. Hence, the original model i

probably more representative for CCs than for R@d,thus achieves better results for CCs.
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7.5 Time series validation of prediction powers

The results and analysis from the time series &ttid will provide answers to (1) the validatiordan
robustness of the models’ prediction powers, (2y hwany years of data is needed to estimate the Isiode
and (3) how long the models are valid before ravedion is necessary.

Table 7.8
Time series validation of area under error fronfii@rthe original model and the separate models
Original CcC PC
In- Testing In- Testing In- Testing
Estimation Testing| sample period Prob sample period Prob sample period Prob
period period | area area >chi2 area area >chi2 area area >chi2

2010 2011 | 0.204 0.223 0.000 0.164 0.194 0.000 0.248 0.273 0.031
2011 2012 | 0.204 0.205 0.859 0.164 0.176 0.002 0.248 0.267 0.058
2012 2013 | 0.204 0.203 0.080 0.164 0.169 0.066 0.248 0.269 0.024
2010-2011 2012 | 0.204 0.204 0.856 0.164 0.171 0.024 0.248 0.262 0.085
2011-2012 2013 | 0.204 0.203 0.509 0.164 0.165 0.561 0.248 0.264 0.060
2010-2012 2013 | 0.204 0.204 0.837 0.164 0.169 0.066 0.248 0.262 0.085
2010 2012 | 0.204 0.226 0.000 0.164 0.210 0.000 0.248 0.252 0.769
2010 2013 | 0.204 0.261 0.000 0.164 0.247 0.000 0.248 0.265 0.061
2011 2013 | 0.204 0.216 0.581 0.164 0.158 0.541 0.248 0.259 0.136
2010-2011 2013 | 0.204 0.206 0.589 0.164 0.173 0.001 0.248 0.259 0.033

7.5.1 The original model

Table 7.8 indicates that prediction power in teghminimized mean error and the average error cost
savings, both of which depend on the error frontiee still valid when the original model is testedout-
of-sample data. We expected the area under thefeortier to be underestimated as a result ofithe
sample testing but no large differences of thesaaga shown. When using only year 2010 to estithate
model the area is somewhat larger, indicatingttiiatyear may not be representable to predict poor
WCD. The area decreases as soon as one or mosegyeaadded in the estimation period which indgate
that one year is too little to estimate the mogdtelTwo years seem to be sufficient as the areatis n
shown to have decreased more by including morettharyears when estimating the model. With the
exception of year 2010, our results are robusoamatter which years used to estimate the modek do
not affect the error-frontier significantly.

As estimating the model on data using only yeai02fdes not give good results, the validity of theded

in the future can only be tested by looking tworgeshead. The error-frontier does not significantly
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deteriorate two years from estimation which indésahat the model can be used at least two years

without re-estimation.

7.5.2 The PC and CC model

For both CC and PC, the in-sample error-frontieslightly higher but yet significant than almodtafithe
time series validated prediction results. The tesoticate either that the in-sample test resalen
underestimation or that using more data to estittietenodel is preferable. Even though the arearunde
the error-frontier might be underestimated and behe prediction power and cost savings from the
model overestimated, the differences between tasagre very small. Therefore, we can still corelud
that using the separate models to predict poor VW@BDpared to both approach a) and b) is preferably i
terms of fewer errors. Due to variation in resuits,clear conclusion can be drawn regarding hoy the

separate models are expected to be valid.

7.6 Analysis — the key ratios included in the maglel

In a multivariate logit model, interrelation amoveyiables is possible and thus the effect of otie ra
could be difficult to evaluate as it could be degmt on the other ratios in the model. Understantie
coefficients in a statistical multivariate logit dwel is challenging and although arbitrary, someulisions
and possible explanations to the sign of the ctiefiits of the key ratios in the final combinatiovi be
provided in this section.

7.6.1 The original model

geq’s coefficient is negative, meaning that the higihergeq in t-1 the lower the probability of poor
WCD int. Since no equity funding on operating grigevel is made and dividends are proportionate to
revenuesgeq resemblances very much ROE and thus more thagrjosth. Profitability is related to
lower levels of net working capital and better ldjty, (e.g. Shin & Soenen, 1998; Deloof, 2003; Gar
Teruel & Martinez-Solano, 2007; Raheman & Nasr,2@amiloglu & Demirgunes, 2008; Nobanee &
AlHajjar, 2009; Zariyawati et al., 2009; Garcia, Mas & Brandao, 2011) and hence a higla t-1
evidently help ensure efficient WCM, and thus dases the likelihood of poor WCD.

Accounts receivables and inventory are a majofitgroentity’s current assets. On the one handeatirr
assets are seen as liquid assets compared to nemicassets, on the other hand they tie up castké&
& Ellingsen, 2004; Eljelly, 2004). As mentionedcaading to the theory of value maximization, low
levels of net working capital have a positive effexe profitability and thus an entity will also feaa

lower risk of inadequate liquidity as less castigd up. The highesssetstruct the lower levels of current

assets, hence accounts receivables and inventogeyrafio indicates that low levels of accounts

50



receivables and inventory in t-1, decreases tbbghility of becoming poor in t. Theory suggestst th
low levels of these assets are associated wittehigitofitability and better liquidity and thus efent
WCM. This ratio then suggests that efficient WaM-il decrease the probability of poor WCD in t.

The conversion period for accounts receivablessh és generally shorter than for inventory, and
accounts receivables is therefore said to be niuiithan inventory (Burkart & Ellingsen, 2004hi$

is captured in the ratiassetliq, if it is high the entity has a high proportion of non-liquid assand hence
inventory, among its assets, which also implies adhaw proportion of the entities’ assets are aot®
receivables and cash and cash equivalents. EvaghiHow levels of both accounts receivables and
inventory are preferable, in the choice of the tleaer levels on inventory should be preferred tuigs
differences in terms of liquidity, whicissetliq captures. Hence, high levels of less liquid asmets

specifically inventory in t-1, increase the probigpof poor WCD in t.

assetturn captures how well an entity generates revenuengte asset base. Hence, efficient
management of its asset base the higher assetiithe asset base consists of among other working
capital, the highe#issetturn in t-1 illustrates efficient WCM and thus a lowspbability of poor WCD in
t.

A high invint suggests that the entity requires a large invgritorits revenue level. Based on theory, an
entity that continually has a highvint ratio is an entity that has a higher risk of beic@poor. This is
not shown in the model as the coefficient is negaDne possible explanation to the negative coefft
can be that higinvint in t-lindicates excess inventory in t and thusss probable need for inventory

build-up in t. This however is not in line with whaas suggested fassetturn andasstliq.

As mentioned, we expected an entity using extdumals several times to finance poor WCD, would have
a higher probability of becoming poor. However,thiglues oboorWCDfreq give a lower probability,
which is further strengthened by the fact that ptities on average have been poor fewer times tha
non-poor (see Appendix 2, table 1). One possihidagation is that entities that financed poor W@D i

the past have realized the negative effects arglrtfanages to improve and thus have a less likalibfo
poor WCD in t.

In summary, we can conclude that the signs of diedficients included in the final combination are
reasonable in terms of poor WCD, with the exceptibimvint, which is counterintuitive in terms of both

theory of value maximization and empirical results.
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7.6.2 The CC and PC models

Even though CCs and PCs differ in mean values pf&gos (see Appendices 4, table 1), it is apgaren
that similar variables apply to predict poor WCDbwth CC and PC entitiegeq was included in the
original model but in neither of the separate med@he possible explanation is that PC entitie®igehy
are more profitable than CC entities (see Appeddiable 1) and therefore this measure was needed t

ensure best prediction power when predicting po@DNor CC and PC entities using the same model.

The only variable that differs between the CC a@dhbdel isgdebt. gdebt is included in the PC model
and the explanation might be that investments isngortant activity in producing entities. The high
gdebt in t-1 the lower probability of becoming poor int possible explanation can be tigeebt is
related to investments, which normally resultsigher profitability. Profitable firms are associateith
low levels of net working capital and thus wouldicate efficient WCM and thus lower probability of
poor WCD. Also, as mentioned, PC entities are rpooéitable compared to CC entities.

7.6.3 Added ratios to the initial selection of keyatios

Only one out of our three added ratios to thedhgelection of key ratios was included in the nisde
neitherCCC nororders are part of the final combinations. A long CCC slaet seem to be helpful in
explaining future poor WCD. This is surprising @&8Ccommonly have been used as a proxy for WCM in
studies investigating the effect working capitas lba profitability (e.g. Deloof, 2003; Eljelly, 280

Padachi, 2006; Garcia-Teruel & Martinez-Solano,2®aheman & Nasr, 2007; Samiloglu &
Demirgunes, 2008; Nobanee & AlHajjar, 2009; Zarigéivet al. 2009; Gill, Biger & Mathur, 2010;

Garcia, Martins & Brandao, 201.We expected poor WCD entities to have longer C@as hon-poor

in t-1, however no significant difference of CCQ fmor and non-poor entities in t-1 exists (see
Appendices 4, table 1). Though, no significantetiéhce in mean values f6€C between poor and non-
poor entities are not a satisfying explanation by @CC is not included in the final combination of key

ratios.

orders aimed at measuring net working capital changegustified by changes in orders. We believed
that the effect could come gradually and that adref a slightly inefficient management in t-1 abhlelp
explain poor WCD in t. However, no significant tdeof a graduate increase in inefficient managermént
net working capital can be seen (see Appendictsbie 1) and it appears as the variable is not

significantly helpful in predicting poor WCD everhen allowing for interrelation with other variahles
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8. Discussion

Our study results in three models to predict po@DWThe choices we have made to investigate the
possibility to predict poor WCD, create implicat®both in terms of results achieved and of theofisee
models. Below section discusses our choices madi¢hair implications.

8.1 Separation of poor and non-poor entities

Our study contributes with evidence that it is jjassto predict poor WCD on a quarterly basis using
accounting based financial information. Howeverr, @ecision to use a case company to estimate the
models creates limitations in terms of generalargtimeaning that the models may not be directly
applicable to other multinational industrial comigsn The models can only be viewed as generiif th
case company is representative for other multinatiomdustrial companies. Since poor and non-poor
entities have been defined partly based on spenfficmation for the case company, i.e. the tinte la
between orders received and net working capitalmbdels may not be applicable to other industrial
companies if the time lags differ. In that casepriedict poor WCD with best accuracy, companiesikho
adjust the approach used to separate poor andowreptities so that it reflects their specific ¢itags in
order to estimate a model. Further, we only ingedé one form of inefficient WCM, i.e. poor WCD,
meaning we do not fully capture the issues of WGMa@ompany's agenda. Many other approaches to
capture the broader meaning of efficient WCM exast] we encourage further developments of how to
define which entities that can be considered podeims of inefficient WCM. As the models may net b
directly applicable to other companies, limitati@ngst in the contribution of helping multinational

industrial companies predicting poor WCD.

8.2 Internal data

Furthermore, the use of the models may not onlyntiged to the case company (worst case), but @ a
restricted to internal use as they are based aruatiog based financial information on an operating
entity level, information that is not public. Ei#$ on operating entity level are the ones thatichand
control WCD which is the reason for choosing tadmepoor WCD on this level. Information on legal
entity level was not used as the legal entitiekiole several operating entities with different atits.
Investors and other stakeholders could use a nligdehis to evaluate a company’s financial stréngd
likelihood of financial distress. However, they ot have access to internal information and woualeeh
to use data on a legal entity level. Also, they Moot be able to access the quarterly data in tane
predict poor WCD the coming quarter due to the jgatibn time lag of about three months. This means

that they would probably have to use data fromdwarters in advance to predict poor WCD, i.e. data
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from t-2 to predict poor WCD in t. These two fastavould most likely decrease the prediction potwer

the extent that the models would not be able tdiprgoor WCD with enough accuracy.

8.3 Choice of initial selection of key ratios

The choice of initial selection of key ratios tegdict poor WCD is critical. The independent varggbl
chosen to try to predict poor WCD affects bothdbcome and restricts what can be achieved in tefms
the models’ prediction powers. If important infotioa is left out, the models’ prediction powers Iwibt
be as good as it possibly could become. It is d¢letrobjections can be made to the relatively easy
definitions of different accounting ratios usedhie model. Also, as no former studies predictingrpo
WCD exists, the initial selection of key ratios darther be questioned as the choice could not be

validated through former researchers’ choices.

8.3.1 Data availability

It can be claimed that logit analysis with only @aating key ratios is an unrealistic and/or incoetgl
prediction model, a critique difficult to justifpther sources of information should be includedddress
the critique. We aimed to create a model using contynused and accessible information already
available in a company’s financial system. Thoufjbollection of additional sources of informatibad
been performed, it could have been added to thepaoys system. However, the additional sources of

information most likely need to be up-to-date, whieould impact the models’ ease of use in the &utur

Additional information that could be helpful in gieting poor WCD is distance (door-to-door shipment
and country specific payment terms. Both of thes¢ofs could contribute to what appears as poor WCD
although entities may have no ability to affecinthéience, distance may contribute to longer CCC and
higher inventory for example and praxis of paymentns in different countries affects accounts
receivables and CCC as well. These variables woaNg been useful estimating the models, howevér, no
as predicting variables but rather as control ‘e If controlled for, higher prediction powerd be a
result.

Even though we divided the data on CCs and PCadditional approach would be to divide the data
based on business areas to investigate if prediptiever improves. However, separated data on basine

area for operating entities in the financial systeas not available.

8.4 Finding the final combination of key ratios ithe prediction models

To reduce the number of explanatory variables éntlodels, we used the stepwise forward and backward

function in STATA, as used by for example Dewaette§ van Hulle (2006). We wanted to reduce the
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number of explanatory variables to make the moeladser to use for the company. Stepwise is an easy
and available method in STATA to reduce the nundbemariables without a significant reduction in
likelihood ratio. However, as discussed, the apgta@mes with the limitation of possible biased

selection of variables.

8.5 Further research

Our study is a first effort to predict poor WCD and encourage further research on this subject. As
mentioned, one of the limitations of our resultthis generalizability of the models for other inttias
companies. Our models could be tested in othersinidlicompanies to validate if the models can $edu
within other industrial firms or if company specifinodels in fact are preferable. Or, to ensure @mo
generic model, several companies within the samhasiiny should be used to estimate a model predictin
poor WCD. However, still internal data is suggedtete used to avoid the time lag of public reports
Even if using companies within the same industryyauld be interesting to see if the predictiorpobr
WCD is affected by country and thus models basedational companies are encouraged. By doing so,

praxis of payment terms would more easily be capotas well.

As mentioned, we wanted to create a tool for corgsato help them solve issues of WCM. Efficient
WCM has been shown to affect both profitability digdidity. Hence, the ability to predict poor WCB,
form of inefficient WCM, could create cost savirfgsthe companies and it would be of interest to
guantify these savings more specifically than whathave done by investigating the average errdscos
We suggest a post study where the savings areifigdnitsing the prediction model, which would
validate the tool created to help companies in $asfWWCM. Also, actions taken to prevent poor WCD

can be observed and evaluated.

9. Conclusion

We investigate if poor WCD can be predicted usiogpanting based financial information in the forfn o
key ratios. The WCD is considered poor if the cleaimgnet working capital is not driven by an
underlying change in customer orders. The stuggiformed using operating entities in our case
company, a Swedish multinational industrial compaagulting in 2,420 entity-quarter observations
covering year 2009-2013. Three models to prediot féCD on a quarterly basis among operating
entities are created using logit analysis; oneimaignodel including all observations and two maed&C
and PC) separated on the two activities sellingrmadufacturing. The original model results in a
prediction power of 79.21% and the CC and PC moafed..10% and 76.90% respectively. Thus, using
accounting based financial information to predimbpWCD on a quarterly basis among operating estiti
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is possible. The prediction powers(1) based on reeams, f(1), are lower than what achieved in
previous studies predicting bankruptcy using actingrbased financial information. The key ratioarid
explanatory to predict poor WCD are asset turnawgentory intensiveness, asset structure, asset
liquidity, an entity’s historical frequency of poquarters, growth in equity and growth in debt.

We expected the ability to predict poor WCD wouttbrove when separating the entities on CCs and PCs
as their activities differ, this was however nobfioned as the separate models for CCs and PQsoare
significantly better in terms of prediction pow@&ngpared to the original model. However, the models’
prediction powers were evaluated based on bothnmigeid mean error and average error cost. The model
can make two types of errors; classify poor ersigie non-poor (type | errors) or classify non-pentities

as poor (type Il errors). When minimizing mean erf), that weights the two types of errors based

the proportion of poor and non-poor entities inshenple, the type | and type Il error rates afectdd

by these proportions. Presented above are predigtiwers(2) when minimizing mean error(f2),

however, if the company has a preference for amgidne of the two types of errors more than thermth

a better evaluation of the models’ prediction panierthe average error cost.

Efficient WCM is argued by theory and shown throeghpirical results to improve both profitabilitycan
liquidity, therefore type | errors are preferabipmled. Evaluating the models based on average erro
cost, the usefulness of the models increase signifly the higher the cost of type | errors anmpared
to type Il errors. Also, using this approach ilhasés the importance of separating the data onad@s
PCs since fewer type | errors are achieved fosdparate models compared to the original model,
especially for the PC model, and separate modeltharefore better in terms of cost savings for the

company.

One of the most important issues on a company’sdays WCM, where our case company’s specific
problem in terms of poor WCD illustrates one of igmues faced by companies. We aimed to create a
model predicting poor WCD, a form of inefficient WICwhich can be used as a tool to prevent

inefficient WCM and also increase awareness anttaloof WCM. Our models are shown to have
prediction powers and thus can be helpful to congzatdiowever, as data from a case company have been
used, the models may not be directly applicabl&her industrial companies without adjustments r@ad
estimations. Our study provides evidence that ptiexdi of poor WCD using accounting based financial
information is possible. Once the model is estimhatefit the specific company, the use of the moudé!
increase the awareness of inefficient WCM througtection of poor WCD, and in best case enable the

company to prevent it which could result in beliguidity and profitability.
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Appendices

Appendix 1

The funding need in a company according to Pen2@h3) can be written as:

Ct - It - ANFAt + NFIt == dt (1)
and
Ct - It == OIt - ANOAt (2)
and thus,
Ol, — ANOA, — ANFA, + NFI, = d, (3)
where

C; = Cash flow from operations at time t
I; = Cash investments at time t

NFA, = Net financial assets

NFI; = Net financial income

d; = Net cash flow to shareholders
NOA; = Net operating assets at t

Usually NFA < 0 and is then a net financial obligation (NFO) aiBl < 0 and thus a net financial
expense (NFE).

(Penman, 2013)

A net financial obligation (NFO) will hereafter tzd net debt (ND) and net operating assets (NOA) is

called operating net assets (ONA).
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The formula for a company’s funding need can themvktten as:
Ol — AONA, + AND, — NFE, = d, (4)

where
OI; = Operating income at time t
ONA; = Operating net assets at time t
ND, = Net debt at time t = (Debt-Financial assetgnag t
NFE;= Net financial expenses
This can be rewritten as:

(OI; + Depr;) — (Inv; + A(net WC);) + AND; — (ryp * NDy) = d; (5)
where
Depr; = Depreciation at time t
Inv, = Net cash investments in assets not includedikivwg capital at time t
A(net WC), = A(net working capital,) = (net WC; — net WC,_,)
= A(operating current assets — operating currentliliggs) at time t
(rnp * NDy) = NFE,
andryp = Interest rate on net debt
d, = DIV, + SR, — IS,
DIV, = Dividends at time t
SR= Share repurchase at time t

IS,= Issuance of shares
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Thus, the external funding need in an entity (withpossibility to share repurchase or issuancéarfes

on operating entity level), and taking taxes irtoaunt, can therefore be rewritten as:
AND; = Inv; + A(net WC), — [0I;(1 — T.) + Depr; — (ryp * NDy)(1 — T.)] + DIV, (6)
where
T, = Tax rate
Rearrangement of formula (6):

A(net WC); — [OL:(1 — T.) + Depr; — (ryp * NDp)(1 — T.)] = AND; — Inv, — DIV, @)
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Appendix 2

Table 1

Non-poor and poor quarters per entity

Entity
1

© 00 ~NO O WDN

W W W WWWMNDNDNDNDNDNDNMDNMNMNDNMNMNMNMNRPEPPRPEPEPPEPEPRPPERPPREREPER
O b WNPFPOOO~NOO UM WNPEPOOONOO OGP WDNLPEDO

Non-poor quarters
7
11
3
11
11
1
12
5
8
10
12
12
11
13
12
11
10
12
8
6

Poor quarters
2

A MOOOPRPRPFRPOONWMPEPM~MAMNWWODNMNMAMNOPDPOWOPEAEAPMNOVWWPER~AOPEWLPE OO

Percent poor quarters per
entity

0.22
0.31
0.25
0.21
0.27
0.00
0.25
0.44
0.27
0.23
0.25
0.25
0.27
0.19
0.25
0.21
0.29
0.25
0.20
0.33
0.25
0.29
0.50
0.27
0.33
0.25
0.00
0.00
0.11
0.27
0.00
0.00
0.00
0.25
0.27
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36
37
38
39
40
41
42
43
44
45
46
47
48
49
50
51
52
53
54
55
56
57
58
59
60
61
62
63
64
65
66
67
68
69
70
71
72
73
74
75
76

WwhrhrWOwPrAPrPPrPPOPFRPOMMNMMMMOPERPMA~AMAENPEAEPPOOPAEANMNNMNPAPRPMAPPLOLDTOOPRRWOWPEANMNMNMNOWE &P

0.31
0.25
0.33
0.23
0.20
0.20
0.27
0.38
0.27
0.00
0.33
0.33
0.27
0.33
0.33
0.25
0.29
0.40
0.25
0.27
0.00
0.29
0.25
0.33
0.27
0.29
0.14
0.00
0.25
0.20
0.33
0.33
0.50
0.30
0.25
0.33
0.25
0.25
0.21
0.29
0.27
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77
78
79
80
81
82
83
84
85
86
87
88
89
90
91
92
93
94
95
96
97
98
99
100
101
102
103
104
105
106
107
108
109
110
111
112
113
114
115
116
117

W W NN O N W

o el o =
~NER ol Rromald

AR WRARWWRADIMNBREMNRAMPRPRPPNNNFPPMAMNONPMRPAMAPRPRPORADINNWNONRPEPNMWRAIDN

0.29
0.27
0.25
0.21
0.22
0.25
0.29
0.00
0.22
0.21
0.22
0.27
0.29
0.21
0.33
0.31
0.27
0.27
0.11
0.29
0.29
0.00
0.29
0.25
0.33
0.29
0.50
0.14
0.33
0.25
0.57
0.14
0.44
0.33
0.80
0.20
0.20
0.33
0.20
0.27
0.36
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118
119
120
121
122
123
124
125
126
127
128
129
130
131
132
133
134
135
136
137
138
139
140
141
142
143
144
145
146
147
148
149
150
151
152
153
154
155
156
157
158

oOFr AANMNFPFPFPNWWMMWOERLPM~AEPNANMNMPMOWLWOWEMARAERPMANMNEPEPRARERPAEANMNWEDNMNEDNDAPS

0.31
0.25
0.14
0.27
0.20
0.13
0.30
0.14
0.67
0.08
0.67
0.13
0.14
0.25
0.17
0.29
0.25
0.25
0.27
0.36
0.25
0.27
0.17
0.25
0.50
0.33
0.31
0.14
0.00
0.20
0.17
0.25
0.20
0.25
0.13
0.25
0.18
0.29
0.25
0.17
0.00
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159
160
161
162
163
164
165
166
167
168
169
170
171
172
173
174
175
176
177
178
179
180
181
182
183
184
185
186
187
188
189
190
191
192
193
194
195
196
197
198
199

WRARDRMRPAWDNOOWNRPRRAPDNMNWANMNWARMMMPEIAMDMDADELALRAMANARARMNMNDRPRELNEPR

0.13
0.25
0.33
0.25
0.25
0.22
0.25
0.29
0.50
0.80
0.67
0.44
0.25
0.40
0.25
0.25
0.25
0.33
0.25
0.31
0.29
0.25
0.27
0.33
0.27
0.23
0.57
0.11
0.25
0.25
0.18
0.20
0.00
0.00
0.29
0.21
0.25
0.33
0.25
0.27
0.30
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200 12 4 0.25
201 12 4 0.25
202 12 3 0.20
203 12 4 0.25
204 7 3 0.30
205 12 4 0.25
206 11 4 0.27
207 11 3 0.21
208 5 3 0.38
209 12 4 0.25
210 12 4 0.25
211 11 4 0.27
212 9 4 0.31
213 11 5 0.31
214 7 3 0.30
215 1 0 0.00
216 12 4 0.25
217 12 4 0.25
218 9 3 0.25
219 7 3 0.30
220 2 1 0.33
221 12 4 0.25
222 11 3 0.21
223 1 0 0.00
224 2 0 0.00
225 6 3 0.33
226 7 3 0.30
227 2 0 0.00
228 11 4 0.27
229 9 3 0.25
230 2 0 0.00
1795 625
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Appendix 3

The a priori probability, L, can be defined as:

L(5) = z log P(AR;, 8) + Z log(1 — P(AR,,5)) @)

ieSy i€S,
where
S,;=the set of poor entities
S,=the set of non-poor entities
(Ohlson, 1980)

When maximizing L with regards to the coefficierig,using an iterative process called maximum
likelihood estimation optimal values 8f, §,,... 6; can be estimated (Skogsvik, 1988a). This was done

our study by using the statistical package STATA.
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Appendix 4

Table 1
Mean values for poor and non-poor entities in tid &statistics for the difference between them
Original cC PC
Variables Non-poor  Poor t-Statistics | Non-poor  Poor t-Statistics | Non-poor ~ Poor t-Statistics
ROA 0.083 0.063 0.000 0.081 0.052 0.000 0.359 0.089 0.983
ROE 0.449 0.435 0.529 0.425 0.407 0.454 1.858 0.502 0.933
rd 0.007 0.006 0.000 0.007 0.006 0.000 0.022 0.005 0.017
taxq 0.192 0.188 0.769 0.201 0.195 0.667 0.769 0.173 0.786
assetturnover| 10.251 0.932 0.000 1.374 0.987 0.000 2.374 0.796 0.007
invint 0.267 0.282 0.168 0.224 0.238 0.225 1.107 0.398 0.821
cashpos 0.384 0.376 0.719 0.387 0.385 0.928 1.403 0.354 0.633
shortliq 1.828 1.850 0.606 1.793 1.828 0.424 5.038 1.989 0.756
assetstructure  0.175 0.180 0.583 0.129 0.134 0.485 0.846 0.279 0.798
assetliq 0.397 0.405 0.408 0.341 0.344 0.716 1.046 0.550 0.718
finstructure 0.401 0.399 0.804 0.387 0.381 0.585 0.938 0.441 0.847
businessg 0.025 0.022 0.789 0.031 0.025 0.669 0.456 0.015 0.761
geq 0.050 0.013 0.000 0.041 -0.006 0.000 0.408 0.056 0.342
gdebt -0.022 -0.004 0.184 -0.026 0.037 0.000 0.395 -0.084 0.001
size 11.458 11.519 0.567 11.195 11.240 0.665 13.016 13.064 0.847
CcCcC 40.596 11.489 0.136 -44.384  -92.410 0.105 116.986 76.609 0.745
orders 0.355 0.402 0.860 0.313 0.363 0.871 10.858 0.494 0.963
poorWCDfreq| 0.380 0.322 0.000 0.371 0.312 0.000 0.875 0.346 0.000




