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1 Introduction 

A distressed firm that has a high likelihood of failing would be expected to deliver relatively 

higher returns to its shareholders to compensate for the increased risk. Although this view 

appeals to the intuitive trade-off between risk and return, some researchers have found a negative 

relationship between distress risk and stock returns (Dichev, 1998; Campbell, Hilscher and 

Szilagyi, 2008; Avramov, Chordia, Jostova and Philipov, 2009). The findings are puzzling 

considering existing theories of capital asset pricing.    

Research examining the behavior of stock returns and risks build on the theories of Markowitz 

(1952) and Ross (1976), who suggested that only systematic risk factors influence the returns of 

diversified portfolios of assets. In addition, individual asset returns can also be affected by 

unsystematic risk factors. In other words, investors are thus mainly exposed to a risk component 

that cannot be diversified. Dichev (1998) highlights how the theory relates to distress risk as 

follows: 

“The risk of bankruptcy is systematic only if it is undiversifiable…Thus, bankruptcy risk is systematic only if the 

returns of distressed firms are more sensitive to unexpected changes in relevant economy-wide factors.” 

The quantification of risk in the domain of capital markets is important, particularly as it is a pre-

requisite for allowing available capital to flow to investments in the economy. As a result, the 

topic remains actively debated; particularly in the context of academia. While representations of 

risk in the form of factors deployed in multifactor asset pricing models constitute the leading 

attempts to capture variations in asset returns, consensus is yet to be reached (Asness, Frazzini, 

Israel, Moskowitz and Pedersen, 2015; Fama and French, 2015).  

Early asset pricing models seeking to encompass all types of risks in a single factor (Sharpe, 1964; 

Black, 1972) have been preceded by various studies using multiple factors, of which some have 

sought to capture distress risk in different ways, e.g. through the use of credit ratings (Avramov, 

Chordia, Jostova and Philipov, 2009). Others have sought to capture distress risk by means of 

incorporating several traditional bankruptcy prediction models with various other measures in 

attempts to explain stock returns (Dichev, 1998; Campbell, Hilscher and Szilagyi, 2008; Asness, 

Frazzini and Pedersen, 2014).  

This paper aims to answer the question of whether distress risk, i.e. the risk of business failure, is 

captured in stock returns. 

We extend previous literature by: i) adding additional evidence to the debate surrounding the 

existence of a distress anomaly, ii)  using an alternative definition of distress risk to explain 

variations in stock returns, iii) making use of an alternative data set. The use of Nordic data offers 

a new angle to previous studies seeking to explain variations in stock returns, given that most of 

them are based on US-data (Dichev, 1998; Fama and French 1992, 1995, 1996 and 2015). With 
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the study, we also hope to highlight the overlap of a wide range of accounting ratios commonly 

used to capture risks driving stock returns. 

As part of our study, we perform portfolio analysis, cross sectional regression analysis and an 

event study on a data set containing 926 firms currently or previously listed on the four major 

Nordic exchanges. Outcomes support evidence presented by similar studies suggesting the 

market does not reward higher return to stocks with higher distress risk (junk stocks) over time 

(Dichev, 1998; Campbell, Hilscher and Szilagyi, 2008). Rather, results suggest firms with lower 

levels of distress risk (quality stocks) tend to outperform junk stocks over time (Asness, Frazzini 

and Pedersen, 2014). Finally, we do however find strong evidence suggesting that the market re-

prices stocks whose distress risk has increased or decreased beyond expectation as information 

becomes publically available (Dichev and Piotroski, 2001). 

2 Hypotheses 

This thesis seeks to study whether the risk of business failure is captured in the return variations 

of stocks. In other words, we are interested in understanding to what extent the market has 

priced in the probability of failure into firm valuation. We present several hypotheses to study the 

relationship between the risk of business failure and stock returns to guide the thesis as follows:  

1) Firms with a higher risk of business failure will deliver higher stock returns, on 

average, than firms with lower risk of business failure. 

2 a) As new information regarding the risk of business failure of a particular firm 

becomes publically available; the market will re-price stocks whose distress risk has 

changed beyond market expectations. 

2 b) The direction of the stock price reaction will correspond to the direction of the 

change in distress risk. An increase in distress risk will lead to a negative stock price 

reaction, and vice versa. 

2 c) The magnitude of the stock price reaction will correspond to the magnitude of the 

change in distress risk. A large change in distress risk will correspond to a large stock 

price reaction, and vice versa.  
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Figure 1: Overview of expected stock market behavior implied by the hypotheses. The figure presents the 

anticipations underlying this paper’s hypotheses. At the event of a change in distress risk, we expect to see firms with 

an increase (decrease) in distress risk to display a negative (positive) stock price reaction. Finally, we expect junk 

stocks to outperform quality stocks over time, to compensate for the heightened distress risk. *Excess Return is 

assumed to have been adjusted for co-variance (market beta) risk, size, value, profitability and investment, but not 

for distress risk (see Data Section 4 and Method Section 5 for more information). 

 

 

For the sake of clarity, the first hypothesis seeks to establish whether the market rewards stocks 

with higher levels of distress risk with higher returns. In other words, the first hypothesis tests 

whether distress risk is a systematic risk. The traditional risk-return paradigm would suggest that 

the rational investor expects to earn higher returns for taking on additional risk in the form of 

distress, and leads us to expect junk stocks should outperform quality stocks over time 

(Markowitz, 1952). As this relationship is reviewed over time, it will be tested by means of a 

portfolio analysis, as well as a cross sectional multiple regression analysis. 

The second hypothesis seeks to establish whether the market correctly re-prices stocks whose 

distress risk has increased or decreased beyond expectation. If we consider once more traditional 

theories of risk and return, a rational investor would demand a lower price for a stock whose 

distress risk has increased while its expected flow to equity remains constant. Similarly, the same 

investor would be willing to pay a higher price for a stock whose distress risk has decreased while 

expected flow to equity remains constant (Markowitz, 1952; Skogsvik, 2006). As this relationship 

is reviewed by looking at stock price developments around the publication of information 

surrounding distress risk, it will be tested by means of an event study. 
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The approach adopted in this thesis is not to isolate all independent sources of common variation 

in stock returns. Rather, we will use an observable proxy for distress in the form of the 

probability of failure, and measure whether it is capable of explaining part of the variation in 

stock returns. The construction of data variables is described in section 4 and methodology is 

described in section 5. 

3 Previous Research 

3.1 Introduction to Previous Research 

Building on modern portfolio theory, previous research has sought to explain asset pricing and 

returns using different proxies for risk; shaped by the capital asset pricing model (“CAPM”) 

developed by Sharpe (1964) and Black (1972). Patterns of stock return have later been identified 

that are not properly explained by the CAPM and the market beta, commonly referred to as 

market anomalies. Anomalies have in turn been scrutinized and debated heavily in search for an 

appropriate measure of risk, a debate that is still on-going where the academic community is yet 

to reach an agreement.  

Studies led by Fama and French (1992, 1995, and 1996) sought to capture anomalies by 

introducing additional representations of risk in multi-factor models. The studies of Fama and 

French highlight the importance of our research area as they attribute stock return to 

fundamental performance variables such as earnings and financial leverage. More recently, studies 

led by Asness, Frazzini, Israel, Moskowitz and Pedersen (2015) seek to reconcile empirical 

irregularities by quantifying risk as the relative level of quality or the inverse (“junk”) of stocks 

and the returns associated with each (Asness, Frazzini, Israel, Moskowitz and Pedersen, 2015). 

At the same time, a separate set of studies have sought to empirically identify firms likely to 

experience business failure by making use of accounting information expressed as ratios 

reflecting financial performance (Skogsvik and Skogsvik, 2013). By means of probit/logit 

analysis, bankruptcy prediction models such as that of Skogsvik (1990) have been specified, 

capable of implying a probabilistic association between accounting numbers and business failure. 

Notably, some studies have made use of one or several bankruptcy prediction models to test 

whether distress risk explains the variation in stock returns (Dichev, 1998; Griffin and Lemmon, 

2002; Asness, Frazzini, Israel, Moskowitz and Pedersen, 2015).  

The following sections describe different representations of risk used in previous literature, 

including those used in conventional bankruptcy prediction models. The last part covers the 

methods used by previous research. Readers may find Appendix 1,2 and 3, containing outlines of 

common asset pricing models and the various representations of risk in each, to be helpful when 

looking to grasp the general theoretical background to capital asset pricing (see Section 9.1). 
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3.2 Relationship between Risk and Return 

The trade-off between risk and return is based on the notion that a rational investor would 

demand higher returns from an investment that has higher risks and vice versa. In other words, 

an investor, assumed to be risk averse, would only accept higher risk if compensated with higher 

returns. By using the standard deviation of returns as a proxy for risk, Markowitz (1952) 

demonstrated how a portfolio of assets can generate the same returns as individual assets while 

having a lower risk. According to the theory, so long as individual asset returns are not perfectly 

correlated, unsystematic risk (i.e. risk related to individual assets) can be diversified. Conversely, 

systematic risks (i.e. risks common to all assets) cannot be diversified.  

Building on portfolio theory, Sharpe (1964) and Black (1972) developed a model used to explain 

asset-level returns rather than that of the market portfolio. Widely recognized and applied in 

practice, the CAPM continues to be used to describe the expected return of capital assets in 

market equilibrium by means of a univariate linear relationship. According to the model, risk is 

captured solely by the market beta factor 𝛽𝑖, intended to explain the variations in stock returns 

using the sensitivity of each individual asset’s return to that of the overall market portfolio. In 

other words, the CAPM states that the required return of an asset is linked only to systematic, 

non-diversifiable risks as opposed to the stand-alone risk of individual assets. While being 

consistent with the theories of Markowitz (1952), most applications of the CAPM have identified 

empirical irregularities suggesting the market beta factor does not fully capture the risks 

explaining variations in stock returns. 

3.3 Anomalies 

After its inception, researchers began identifying various stock return patterns that could not be 

explained by the CAPM. In practice, such patterns presented anomalies of a certain group of 

stocks producing excess returns over and above returns adjusted for risk using the market beta in 

the CAPM. The emergence of anomalies sparked an academic debate regarding the choice of an 

appropriate risk measure used to explain variations in stock returns, as well as arguments 

questioning the efficiency of modern stock markets (Ball and Brown, 1986). Anomalies are 

important in the context of this thesis as they may suggest there is room for alternative 

representations of risk to explain stock returns.  

The relationship between firm size (market capitalization) and returns (i.e. that smaller firms tend 

to outperform larger firms) is one of the anomalies that emerged when using the CAPM to 

explain stock returns. The relationship was initially studied by Banz (1981) and subsequently re-

visited in various academic studies (Chan, Chen and Hsieh, 1985; Asness, Frazzini, Israel, 

Moskowitz and Pedersen, 2015). In his study of returns on stocks quoted on the NYSE between 

1926 and 1975, Banz presented empirical evidence suggesting smaller firms have higher risk-

adjusted returns, on average, than larger firms (“the size effect”). Banz (1981) argued that the size 

effect is evidence of the misspecification of the initial model developed by Sharpe (1964) and 
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Black (1972). Subsequent studies led by Fama and French (1992), argue that the size effect could 

be a proxy for other unidentified risks that typically characterize smaller firms. Such an 

interpretation would suggest that traditional asset pricing models such as the CAPM require 

empirically determined risk variables other than the market beta defined above to explain the 

variations in stock returns. 

Similar to the size effect, Basu (1983) noted a systematic difference in returns between stocks 

with high earnings’ yield and stocks with low earnings’ yield. His empirical findings suggest that 

stocks with high earnings’ yield earn, on average, higher risk-adjusted returns than stocks with 

low earnings’ yield. This is referred to as the earnings-to-price (E/P) effect. The anomaly persists 

even after controlling for firm size. Basu concludes that the E/P effect is, much like firm size, 

likely to be a proxy for more fundamental determinants of expected returns. 

Rosenberg, Reid and Lanstein (1985) found statistically significant abnormal returns when 

following a strategy that buys stocks with high book-to-market (B/M) ratios and sells stocks with 

low B/M ratios. In their study, they control for several representations of fundamental firm 

characteristics such as financial leverage, dividend yield, growth, size as well as the market beta. 

Fama and French (1992) later cite their findings as evidence of a value premium. 

In another study on US firms, Bhandari (1988) found that the debt-to-equity ratio (defined as the 

book value of assets less the book value of equity divided by the market value of equity) is 

positively associated with stock returns, having controlled for firm size and the market beta 

factor. The study suggests that the empirical results are a reflection of the fact that a firm with a 

higher debt-to-equity ratio experiences “an increased risk to its common equity”, and that this risk is in 

turn captured in stock returns.    

The notion that firms would generate excess risk-adjusted returns, i.e. that anomalies such as 

those mentioned are not reflected in the market beta, has several implications that vary 

depending on how results are interpreted. One interpretation considers anomalies as evidence of 

market inefficiencies and could be used to dismiss the efficient market hypothesis (Ball and 

Brown, 1968). An alternative interpretation suggests that traditional asset-pricing models are 

misspecified (Banz, 1981; Fama and French, 1992; Chan, Chen and Hsieh 1985). The latter 

interpretation implies there may be other, more accurate representations of risk to use instead or 

in combination with the market risk captured by the CAPM.    

3.4 Representations of Risk 

The CAPM attempts to capture risk by measuring an asset’s correlation to a single factor; the 

excess returns of the market portfolio. According to the CAPM, residual risk is not awarded any 

return. However, anomalies suggest some unspecified risks are not captured by the market 

portfolio and may be represented by means of other factors. The Arbitrage-pricing theory (APT) 
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suggests asset returns can be modelled linearly by making use of more than one factor (Ross, 

1976).1 

The APT assumes markets are perfectly competitive and frictionless (i.e. that there are no 

transaction costs), much like the CAPM. However, the APT differs in that it models stock 

returns on several macroeconomic factors rather than an efficient portfolio of assets. The model 

hence seeks to attribute variations in stock returns to fundamental risks faced by a firm by 

including multiple representations of risk into the asset pricing model. 

Following the emergence of market anomalies, research primary led by Fama and French (1992, 

1995 and 1996), sought to explain stock returns using multivariate models. In addition to the 

CAPM market beta factor, other risk factors were included to capture the risk-return patterns of 

anomalies. Common examples of additional representations of risk include firm size, value, 

leverage, growth and earnings yield; intended to serve as proxies for unidentifiable risks. 

Chan, Chen and Hsieh’s (1985) study sought to explain the size effect by identifying alternative 

factors for which size could be a proxy. In their study, they hypothesize that stock prices react 

primarily to changes in the economic environment. To test their hypothesis, they use a set of 

economic risk factors to explain stock returns and study whether the size effect persists when 

taking these risks into account. The economic risk factors used include real growth in industrial 

production, unanticipated inflation, term risk (captured by the difference in short term vs. long-

term rates) and a risk premium. Chan, Chen and Hsieh (1985) choose to define the risk premium 

as the high yield corporate bond spread, i.e. the difference in returns between a portfolio of high 

yield bonds and a portfolio of long-term government bonds. They argue that their empirical 

findings (that a substantial portion of the size effect is explained by the risk premium alone) are 

further evidence that firm size is really a proxy for other unidentified risks.  

The use of bond spreads as a proxy for risk and its explanatory power is important in the context 

of this paper. Although described as being meant to capture business risk and business cycles, the 

inherent element of credit risk in such a measure could be used to support the notion of using 

bankruptcy prediction models to explain variations in stock returns. 

                                                           
1 The Arbitrage Pricing Theory multifactor model developed by Ross (1976) is specified as follows:  

 
𝐸(𝑅�̃�) = 𝑅𝑓 + 𝛽𝑖1𝑅𝑃1 + 𝛽𝑖2𝑅𝑃2 … + 𝛽𝑖𝑛𝑅𝑃𝑛  

Where, 

𝐸( ) = 𝑒𝑥𝑝𝑒𝑐𝑡𝑒𝑑 𝑜𝑝𝑒𝑟𝑎𝑡𝑜𝑟 

�̃�𝑖 = 𝑟𝑒𝑡𝑢𝑟𝑛 𝑜𝑛 𝑎𝑠𝑠𝑒𝑡 𝑖 𝑓𝑜𝑟 𝑡ℎ𝑒 𝑝𝑒𝑟𝑖𝑜𝑑 

𝑅𝑓 = 𝑟𝑒𝑡𝑢𝑟𝑛 𝑜𝑛 𝑎 𝑟𝑖𝑠𝑘𝑙𝑒𝑠𝑠 𝑎𝑠𝑠𝑒𝑡 𝑓𝑜𝑟 𝑡ℎ𝑒 𝑝𝑒𝑟𝑖𝑜𝑑 

𝑅𝑃𝑛 = 𝑟𝑖𝑠𝑘 𝑝𝑟𝑒𝑚𝑖𝑢𝑚 𝑎𝑠𝑐𝑟𝑖𝑏𝑒𝑑 𝑡𝑜 𝑎 𝑚𝑎𝑐𝑟𝑜𝑒𝑐𝑜𝑛𝑜𝑚𝑖𝑐 𝑓𝑎𝑐𝑡𝑜𝑟  
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In their 1996 study, Fama and French argue that factors used to reflect the size effect and the 

value premium are proxies for ‘relative distress’2. For example, they note that firms with higher 

B/M ratios (i.e. those whose returns load positively to the HML factor) are firms that have 

persistently produced low earnings, generated little cash and experienced low levels of growth. In 

the same way, firms that are smaller tend to generate higher risk-adjusted returns (i.e. those 

whose returns load positively to the SMB factor). The use of the word ‘distress’ is again no 

coincidence and implicitly points to the characterization of risk as that of the inability of a firm to 

pay dividends (i.e. deliver return) to its shareholders and ultimately the risk of business failure. 

Despite attributing the behavior of various risk factors partially to distress risk, Fama and French 

(1996) do not include explicit measures of distress into the multi-factor model they specify. 

Although their model makes use of accounting ratios somewhat different to those predominantly 

used in bankruptcy prediction models (the main difference being the use of market-based 

measures which may give rise to correlation to stock return variations) there is merit in 

understanding the usefulness of bankruptcy prediction models in explaining excess stock return. 

Dichev’s (1998) study presents one of the earliest attempts at making use of existing bankruptcy 

prediction models to test whether distress risk is captured in stock returns. By adding a distress 

factor using either Altman’s Z-Score (1968) or Ohlson’s O-Score (1980) to a cross sectional 

multiple regression including a size and value factor3, his study seeks to establish whether distress 

risk is indeed a systematic risk as theories of risk and return would suggest. The findings of his 

study point to the contrary; firms with higher risk of failing are not rewarded with higher returns, 

but actually earn lower-than-average returns. This anomalous and surprising evidence is 

confirmed by Campbell, Hilscher and Szilagyi (2008) who employ similar methodology to test 

variations in stock returns, albeit with a separate bankruptcy prediction model specified as part of 

their study.  

In a more recent study including a multivariate asset pricing model, Asness, Frazzini, Israel, 

Moskowitz and Pedersen (2015) respond to the multiple challenges made to the size effect in 

recent years that suggest it is; i) weak when using other measures than market capitalization, ii) 

weak internationally, iii) concentrated around the smallest stocks and iv) primarily resides in 

                                                           
2 The Fama and French three-factor model (1996) is specified as follows:  

 
𝐸(𝑅�̃�) − 𝑅𝑓 = 𝛽𝑖[(�̃�𝑚) − 𝑅𝑓] + 𝑆𝑖(𝑆𝑀𝐵) + 𝐻𝑖(𝐻𝑀𝐿)  

Where, 

𝐸(𝑅�̃�) − 𝑅𝑓 = 𝑒𝑥𝑝𝑒𝑐𝑡𝑒𝑑 𝑒𝑥𝑐𝑒𝑠𝑠 𝑟𝑒𝑡𝑢𝑟𝑛 𝑜𝑓 𝑎𝑠𝑠𝑒𝑡 𝑖 

[𝐸(�̃�𝑚) − 𝑅𝑓] = 𝑒𝑥𝑝𝑒𝑐𝑡𝑒𝑑 𝑒𝑥𝑐𝑒𝑠𝑠 𝑟𝑒𝑡𝑢𝑟𝑛 𝑜𝑛 𝑡ℎ𝑒 𝑚𝑎𝑟𝑘𝑒𝑡 𝑝𝑜𝑟𝑡𝑓𝑜𝑙𝑖𝑜 

(𝑆𝑀𝐵) = 𝑡ℎ𝑒 𝑑𝑖𝑓𝑓𝑒𝑟𝑒𝑛𝑐𝑒 𝑖𝑛 𝑟𝑒𝑡𝑢𝑟𝑛 𝑏𝑒𝑡𝑤𝑒𝑒𝑛 𝑎 𝑝𝑜𝑟𝑡𝑓𝑜𝑙𝑖𝑜 𝑜𝑓 𝑠𝑚𝑎𝑙𝑙 𝑎𝑛𝑑 𝑙𝑎𝑟𝑔𝑒 𝑠𝑡𝑜𝑐𝑘𝑠 𝑟𝑒𝑠𝑝𝑒𝑐𝑡𝑖𝑣𝑒𝑙𝑦 

(𝐻𝑀𝐿) = 𝑡ℎ𝑒 𝑑𝑖𝑓𝑓𝑒𝑟𝑒𝑛𝑐𝑒 𝑖𝑛 𝑟𝑒𝑡𝑢𝑟𝑛 𝑏𝑒𝑡𝑤𝑒𝑒𝑛 𝑎 𝑝𝑜𝑟𝑡𝑓𝑜𝑙𝑖𝑜 𝑜𝑓 ℎ𝑖𝑔ℎ 𝑎𝑛𝑑 𝑙𝑜𝑤 𝑏𝑜𝑜𝑘 − 𝑡𝑜 − 𝑚𝑎𝑟𝑘𝑒𝑡 𝑠𝑡𝑜𝑐𝑘𝑠 

𝛽𝑖 , 𝑆𝑖 , 𝐻𝑖 = 𝑠𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑦 𝑜𝑓 𝑡ℎ𝑒 𝑒𝑥𝑐𝑒𝑠𝑠 𝑟𝑒𝑡𝑢𝑟𝑛 𝑡𝑜 𝑡ℎ𝑒 𝑣𝑎𝑟𝑖𝑜𝑢𝑠 𝑚𝑎𝑟𝑘𝑒𝑡 𝑝𝑟𝑒𝑚𝑖𝑢𝑚 𝑜𝑝𝑒𝑟𝑎𝑡𝑜𝑟𝑠 

 
3 The model used by Dichev (1998) including the Z and O factors respectively, is specified as follows:  

𝑅𝑒𝑡𝑠 = 𝛽1 + 𝛽2(𝑍 𝑜𝑟 𝑂) + 𝛽3(𝑀𝑉) + 𝛽4(𝐵/𝑀)    
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January. Their study makes use of an alternative measure of distress they denote “junk” (or the 

inverse of quality) by means of constructing a factor based on a wide range of accounting ratios 

reflecting a firm’s profitability, growth, safety and payout respectively (Asness, Frazzini, Israel, 

Moskowitz and Pedersen, 2015). The factor, called quality-minus-junk (“QMJ”), is constructed by 

going long high-quality stocks and short junk stocks. The QMJ factor produces significantly 

positive returns, having controlled for risk using four other risk factors (market beta, size, value 

and momentum4) taken from previous research. While the results are puzzling in the sense that 

higher risk (defined here as lower quality) is not compensated with higher returns, Asness, 

Frazzini and Pedersen (2014) suggest the results could be consistent with the mispricing of risk. 

An alternative explanation provided is that results point to a flight to quality, given the strong 

performance of the QMJ factor during market downturns. Notably, Altman’s Z-Score and 

Ohlson’s O-Score are amongst the variables used to construct the factor within the ‘safety’ 

category. The use of such scores adds to the relevance of bankruptcy prediction factors used in 

the context of explaining stock returns (Asness, Frazzini and Pedersen, 2014)5.  

In an attempt to evaluate common representations of risk and their relationship to bankruptcy 

prediction models, the following sections review theory and empirics related to different 

representations of risk. 

3.4.1 Size 

Theory 

Small firms are often associated with experiencing higher levels of risk than larger firms. 

Empirical studies of the size effect generally recognize size as a proxy for other fundamental risks 

to performance (Fama, 1976, as cited in Berk, 1995; Fama and French, 1992). For example, Chan, 

Chen and Hsieh (1985) argue that small firms are more exposed to risks in their production. 

Similarly, Chan and Chen (1991) argue that the performance of smaller firms (and hence their 

earnings prospects) is more sensitive to economic downturns than that of larger firms. According 

to their study, small size may in turn be the result of poor fundamental performance: 

“…in a competitive economy with continuing technological changes, firms that become relatively inefficient or have 

higher costs will decrease in relative size. While a more efficiently run firm may do well and even prosper if the 

aggregate economy is growing slowly, a less efficiently run firm may not survive a low growth rate for very long.” 

                                                           
4 Investing in past winners, i.e. stocks that have experienced positive returns recently. 
5 The model used by Asness et al. (2015) including the QMJ factor is specified as follows:  

𝐸(𝑅�̃�) − 𝑅𝑓 = 𝛽𝑖[𝐸(�̃�𝑚) − 𝑅𝑓] + 𝑆𝑖(𝑆𝑀𝐵) + 𝐻𝑖(𝐻𝑀𝐿) + 𝑈𝑖(𝑈𝑀𝐷) + 𝑆𝑇𝑖(𝑆𝑇𝑅𝐸𝑉) + 𝑄𝑖(𝑄𝑀𝐽)   Where, 

(𝑈𝑀𝐷) = 𝑡ℎ𝑒 𝑑𝑖𝑓𝑓𝑒𝑟𝑒𝑛𝑐𝑒 𝑖𝑛 𝑟𝑒𝑡𝑢𝑟𝑛 𝑏𝑒𝑡𝑤𝑒𝑒𝑛 𝑎 𝑝𝑜𝑟𝑡𝑓𝑜𝑙𝑖𝑜 𝑜𝑓 𝑝𝑟𝑒𝑣𝑖𝑜𝑢𝑠 𝑤𝑖𝑛𝑛𝑒𝑟 𝑎𝑛𝑑 𝑙𝑜𝑠𝑒𝑟 𝑠𝑡𝑜𝑐𝑘𝑠 

(𝑆𝑇𝑅𝐸𝑉) = 𝑎𝑠 𝑤𝑖𝑡ℎ 𝑡ℎ𝑒 𝑈𝑀𝐷 𝑓𝑎𝑐𝑡𝑜𝑟 𝑏𝑢𝑡 𝑓𝑜𝑟 𝑗𝑢𝑠𝑡 𝑡ℎ𝑒 𝑚𝑜𝑠𝑡 𝑟𝑒𝑐𝑒𝑛𝑡 𝑚𝑜𝑛𝑡ℎ 𝑟𝑎𝑡ℎ𝑒𝑟 𝑡ℎ𝑎𝑛 𝑡 − 12 𝑡𝑜 𝑡 − 2 

(𝑄𝑀𝐽) = 𝑞𝑢𝑎𝑙𝑖𝑡𝑦 𝑚𝑖𝑛𝑢𝑠 𝑗𝑢𝑛𝑘 𝑓𝑎𝑐𝑡𝑜𝑟 𝑏𝑎𝑠𝑒𝑑 𝑜𝑛 𝑟𝑎𝑡𝑖𝑜𝑠 𝑜𝑓 𝑝𝑟𝑜𝑓𝑖𝑡𝑎𝑏𝑖𝑙𝑖𝑡𝑦, 𝑔𝑟𝑜𝑤𝑡ℎ, 𝑠𝑎𝑓𝑒𝑡𝑦 𝑎𝑛𝑑 𝑝𝑎𝑦𝑜𝑢𝑡 

𝑈𝑖 , 𝑆𝑇𝑖 , 𝑄𝑖 = 𝑠𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑦 𝑜𝑓 𝑡ℎ𝑒 𝑒𝑥𝑐𝑒𝑠𝑠 𝑟𝑒𝑡𝑢𝑟𝑛 𝑡𝑜 𝑡ℎ𝑒 𝑣𝑎𝑟𝑖𝑜𝑢𝑠 𝑚𝑎𝑟𝑘𝑒𝑡 𝑝𝑟𝑒𝑚𝑖𝑢𝑚 𝑜𝑝𝑒𝑟𝑎𝑡𝑜𝑟𝑠 
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Similarly, firm size may have implications on access to (and hence the cost of) capital, where 

smaller firms are often associated with more restricted access to credit relative to larger firms. 

Furthermore, smaller firms may be disadvantaged by a relatively shorter history of operating 

performance and relatively weaker bargaining power with its partners. Investors may find that 

small firms disclose less information and have less liquid securities. 

Empirics 

Research on asset pricing including a risk factor for size tend to measure size using market 

capitalization (Fama and French, 1992). In his critique of the size anomaly, Berk (1995) argues 

the use of the measure is problematic given its direct relationship to riskiness in cashflows. He 

does however agree it is suitable for predicting stock returns for the very same reason: 

“Assume that all firms in the economy are exactly the same size; that is, assume that the expected value of every 

firm’s end-of-period cashflows is the same. Since the riskiness of each firm’s cashflows is different, the market value 

of each firm must also differ...riskier firms will have lower market values and so, by definition, will have higher 

expected returns.” 

Asness, Frazzini, Israel, Moskowitz and Pedersen (2015) revisit the size effect and find that a 

significant size premium remains when using non-price measures for size (e.g. book value of 

assets, equity, PP&E or sales) when controlling for the relative quality of the firm. By introducing 

the QMJ as a distress factor, their study distinguishes between factor loadings relating to size and 

distress risk respectively. Their findings highlight the importance of distress risk in the context of 

stock returns. 

A distinguishing feature of bankruptcy prediction models in the context of size is that they tend 

to exclude an explicit categorization of size altogether (Bellovary, Giacomino, and Akers, 2007). 

Rather, they tend to make use of financial performance indicators that can be comparable across 

firms regardless of size. Fundamental risks associated with smaller firms may arguably be 

captured in the other measures used in bankruptcy prediction models. 

3.4.2 Value 

Theory 

Value stocks are those that trade at a price lower than their fundamental value. As a result, 

expected returns on value stocks are likely to be higher than stocks priced at or above 

fundamental value. Given the relationship between risk and return, this may imply that value 

stocks carry higher risk. As such, representations of value may be used as a proxy for other 

unidentifiable risks not captured in the market portfolio. This view is held by authors that argue 

the returns in value stocks are warranted by higher fundamental risk in such firms, reflected 

through poor earnings, poor earnings prospects and high financial leverage (Chen and Zhang, 

1998; Fama and French, 1992). Other authors however, argue that investor behavior and 
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contrarian investment strategies6 explain the value stock premium and that this is in fact not a 

representation of risk (Lakonishok, Shleifer and Vishny, 1994). 

Measuring value involves the use of both market-based and accounting-based measures, where 

the former is often used to reflect firm value as ascribed by the market, while the latter is used to 

reflect fundamentals (for example in the B/M ratio). While both types reflect financial 

performance, the relationship between these two types of measures is a source of academic 

debate (Gentry and Shen, 2010). Some authors argue the measures differ in the sense that the 

former reflects future financial performance while the latter reflects past financial performance. 

Others argue that market-based measures carry an implicit assumption of efficient markets (i.e. 

that market value is equal to the present value of the expected cash flows accruing from the firm). 

This relationship is important in the context of this thesis when considering factors that 

operationalize value risk.  

Empirics 

Previous literature commonly operationalizes characteristics of value by means of factors 

reflecting a relationship between fundamental firm value and/or performance and market value. 

The multifactor asset pricing model of Fama and French (1992) uses the B/M factor; relating the 

book value of a firm to its market value. Other examples include the earnings-to-price factor 

(Basu, 1983) relating the earnings of a firm to its market value, or similarly the cashflow-to-

market factor (Nai-Fu and Zhang, 1998). 

Other proxies may be used to reflect value. For example, Asness, Frazzini and Pedersen (2014) 

demonstrate how Gordon’s growth model can be used as a framework for developing relevant 

measures to reflect value. By re-writing the model to reflect the B/M ratio, they identify separate 

components that can be used to reflect similar risk. As such, measures of distributions made by 

the firm such as equity and debt payout ratios are examples of alternative representations of 

value.  

Market-based measures such as share price and market capitalization are not widely used in 

bankruptcy prediction models that tend to rely on accounting numbers (Bellovary, Giacomino, 

and Akers, 2007; Skogsvik, 1990; Altman, 1968). The absence of market-based measures in 

bankruptcy prediction models could be interpreted as support for B/M ratios capturing distress 

risk. Consider a scenario where an investor seeks to ascribe value to the assets of a distressed 

firm. A rational investor would not be willing to ascribe a market value that is substantially higher 

than the book value of the assets if the firm is distressed. This would result in a relatively high 

B/M ratio. The example illustrates how distress risk could be captured in the B/M ratio. 

  

                                                           
6 Investing in past losers, i.e. stocks that have experienced negative returns recently. 
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3.4.3 Leverage 

Theory 

The level of indebtedness of a firm has several implications on risk and return. A firm funded 

with debt is obliged to deliver return and repayment to debt holders prior to equity holders, 

putting pressure on core earnings, thus reducing cash flows available for dividend payments 

(Penman, 2009). Debt repayment may also reduce the ability of a firm to make investments in 

growth opportunities.  Furthermore, an indebted firm becomes directly exposed to interest rate 

risk.  

Conversely, leverage can also generate additional value to shareholders. For example, debt can 

prove to be a relatively cheap source of funding and may allow firms to invest at a faster pace in 

the short run. Furthermore, Miller and Modigliani (1963) showed in their theorem that when 

taking taxes into consideration, debt funding can generate value through the tax-deductibility of 

interest. However, the same theorem suggests higher levels of debt in relation to equity funding 

increases required return on equity, given the higher risk involved for shareholders in a firm with 

debt. 

Empirics 

Despite its relationship to risk and shareholder returns, research seeking to explain the variation 

in stock returns has historically made limited use of risk factors directly representing firm 

indebtedness. Examples of earlier attempts to capture indebtedness by means of proxy variables 

include the use of high yield bond spreads by Chan, Chen and Hsieh (1985).  

Recent studies make important contributions by using proxies for leverage as risk factors to 

explain variations in stock returns. Avramov, Chordia, Jostova and Philipov (2009) make use of 

conventional credit ratings issued by Moody’s as a proxy for credit risk. Their study provides 

puzzling evidence suggesting that firms with low credit risk (i.e. higher credit ratings) generate 

higher stock returns than firms with high credit risk (i.e. lower credit ratings). Their results remain 

even after having controlled for firm size, value and momentum. Avramov, Chordia, Jostova and 

Philipov (2009) suggest results are explained by the fact that their study centres on the event of 

credit downgrades. Hence, the study becomes crucially dependent on credit cycles where stocks 

with receiving ratings downgrades experience large, negative returns reflected in the cross section. 

Another important aspect of their study is the use accounting ratios to control for fundamental 

firm performance, where interest coverage ratios are used to capture the risk of high levels of 

indebtedness. They find that firms experiencing ratings downgrades tend to display deteriorating 

fundamental performance. As such, the results of their study suggest downgrades may have 

already been anticipated and priced into stock returns (Avramov, Chordia, Jostova and Philipov, 

2009). 
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The construction of the QMJ factor by Asness, Frazzini and Pedersen (2014) is another 

important example of a recent study using several proxies for leverage to describe stock returns. 

Their study defines junk stocks as those displaying weak fundamentals as outlined by the Gordon 

Growth Model, and makes use of several proxies for leverage within the ‘safety’ dimension (see 

Appendix 2). Leverage is defined as total debt including minority interests and preferred shares 

over total assets. The factor also makes use of the Altman Z-Score and the Ohlson O-Score, 

indirectly including the abovementioned proxies for indebtedness through the two bankruptcy 

prediction models. The QMJ factor is particularly important in the context of this thesis, as it is 

an example of a study that makes use of bankruptcy prediction scores to describe stock returns. 

Bankruptcy prediction models typically make frequent use of various measures reflecting the 

indebtedness of a firm to predict business failure. This is less surprising given the relationship 

between high levels of leverage and the risk of a firm not being able to meet its obligations. In 

their review of various bankruptcy prediction models, Bellovary, Giacomino, and Akers (2007) 

highlight examples of key ratios used across various models. Common financial ratios include 

Net Worth to Debt, Current Ratio, Working Capital to Total Assets and Net Income to Total 

Debt. The latter ratio was found by Beaver (1966) to have 92% accuracy in predicting corporate 

failure one year prior to failure. Other examples include Altman’s (1968) use of an inverse debt-

to-equity ratio (Market Capitalization / Book Value of Total Debt) and Ohlson’s (1980) use of 

liability ratios reflecting both gearing and cash coverage (Total Liabilities / Total Assets; Funds 

from Operations / Total Liabilities). Skogsvik (1990) captures the risk of indebtedness by 

reflecting both the cost of liabilities and gearing through separate ratios (Interest Expense / Total 

Liabilities; Equity / Total Assets). The model also includes a normalized measure of the cost of 

liabilities, using data on interest expense over four historical periods. 

Finally, Campbell, Hilscher and Szilagyi (2008), who specify their own bankruptcy prediction 

model to explain the pricing of financially distressed stocks, make use of several accounting ratios 

designed to reflect the risk of high levels of indebtedness. One example is the Total Liabilities / 

Market Capitalization + Total Liabilities ratio. Similarly to Ohlson (1980), they also use the Total 

Liabilities / Total Assets ratio. An important difference of their study includes the adjustment of 

Total Assets in all measures by adding a fraction of the difference between the market value and 

the book value to total assets. The adjustment is meant to capture asset-light firms. 

3.4.4 Earnings 

Theory 

The variability of earnings presents a key risk to shareholders, given its direct impact on the 

firms’ ability to deliver returns to its shareholders. Earnings, particularly those generated by core 

operations, thus presents a key driver of firm value (Penman, 2009). Re-organizing the dividend 

discount model offers an appealing mathematical relationship between firm value and expected 
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future earnings7 that the theoretical-minded reader may find appealing. The relationship shows 

that a firm that has higher future expected earnings should, all else equal, have a higher market 

value (Fama and French, 2015). In other words, investors and creditors to firms with higher risk 

to their future earnings will demand higher returns. Alternatively, firms with higher risk to their 

earnings bear a higher risk of becoming distressed. 

The empirical challenge of the theoretical implications of future earnings on current stock price 

lies in finding a suitable proxy for future earnings. Parsimonious models of forecasting commonly 

use historical accounting earnings information to forecast future earnings (Ball and Brown, 1968; 

Skogsvik, 2008). Thus, different measures reflecting current profitability are likely candidates for 

proxies for future earnings. 

Empirics 

Following the findings of Basu (1983), researchers seeking to describe stock returns have 

historically focused on capturing earnings yield (i.e. earnings in relation to price) rather than 

earnings alone as factors in asset pricing models. Note that this measure captures the relative 

cheapness of a stock rather than its future expected earnings. However, recent models have 

appeared that make use of explicit measures of profitability as a proxy for future earnings in 

order to capture earnings risk. For example, the QMJ factor by Asness, Frazzini and Pedersen 

(2014) includes profitability measures such as Gross Margin, pre-tax ROA and after-tax ROE. 

Similarly, Fama and French (2015) found that their original three-factor model performs better 

when including a profitability factor, operationalized as pre-tax ROE8.  

Earnings risk and profitability is commonly reflected by means of different accounting ratios in 

many conventional bankruptcy prediction models (Bellovary, Giacomino, and Akers, 2007). The 

most common proxies for profitability include pre- and post-tax ROA, ROE and Net Margin and 

are utilized by several studies to capture earnings risk (Altman, 1968; Ohlson, 1980; Skogsvik, 

1990). The recent study by Campbell, Hilscher and Szilagyi (2008) that seek to capture distress 

risk in stock returns also chooses to include a profitability measure (post-tax ROA) in the 

bankruptcy prediction model constructed as part of the study.  

                                                           
7
 Please refer to the re-organized version of the dividend discount model on page 2 (formula (3)) offered in the recent paper by Fama and 

French (2015)  
8
 The five-factor  model of Fama and French (2015) including the ROE factor is specified as follows: 

𝐸(𝑅�̃�) − 𝑅𝑓 = 𝛽𝑖[𝐸(�̃�𝑚) − 𝑅𝑓] + 𝑆𝑖(𝑆𝑀𝐵) + 𝐻𝑖(𝐻𝑀𝐿) + 𝑅𝑖(𝑅𝑀𝑊) + 𝐶𝑖(𝐶𝑀𝐴) 

Where, 

(𝑅𝑀𝑊) = 𝑑𝑖𝑓𝑓𝑒𝑟𝑒𝑛𝑐𝑒 𝑏𝑒𝑡𝑤𝑒𝑒𝑛 𝑟𝑒𝑡𝑢𝑟𝑛𝑠 𝑜𝑛 𝑟𝑜𝑏𝑢𝑠𝑡 𝑣𝑠. 𝑤𝑒𝑎𝑘 𝑠𝑡𝑜𝑐𝑘𝑠 𝑟𝑎𝑛𝑘𝑒𝑑 𝑏𝑦 𝑜𝑝𝑒𝑟𝑎𝑡𝑖𝑛𝑔 𝑝𝑟𝑜𝑓𝑖𝑡𝑎𝑏𝑖𝑙𝑖𝑡𝑦 

𝑂𝑝𝑒𝑟𝑎𝑡𝑖𝑛𝑔 𝑃𝑟𝑜𝑓𝑖𝑡𝑎𝑏𝑖𝑙𝑖𝑡𝑦 =
𝑅𝑒𝑣𝑡 − 𝐶𝑜𝑔𝑠𝑡 − 𝑆𝐺&𝐴𝑡 − 𝐼𝑛𝑡𝑒𝑟𝑒𝑠𝑡𝑡

𝐵𝑜𝑜𝑘 𝑉𝑎𝑙𝑢𝑒 𝑜𝑓 𝐸𝑞𝑢𝑖𝑦𝑡−1

 

(𝐶𝑀𝐴) = 𝑑𝑖𝑓𝑓𝑒𝑟𝑒𝑛𝑐𝑒 𝑏𝑒𝑡𝑤𝑒𝑒𝑛 𝑟𝑒𝑡𝑢𝑟𝑛𝑠 𝑜𝑛 ℎ𝑖𝑔ℎ (𝑎𝑔𝑔𝑟𝑒𝑠𝑠𝑖𝑣𝑒)𝑎𝑛𝑑 𝑙𝑜𝑤 (𝑐𝑜𝑛𝑠𝑒𝑟𝑣𝑎𝑡𝑖𝑣𝑒) 𝑖𝑛𝑣𝑒𝑠𝑡𝑖𝑛𝑔 𝑓𝑖𝑟𝑚𝑠 

𝐼𝑛𝑣𝑒𝑠𝑡𝑚𝑒𝑛𝑡 =
𝑇𝑜𝑡𝑎𝑙 𝐴𝑠𝑠𝑒𝑡𝑠𝑡−1 − 𝑇𝑜𝑡𝑎𝑙 𝐴𝑠𝑠𝑒𝑡𝑠𝑡

𝑇𝑜𝑡𝑎𝐿 𝐴𝑠𝑠𝑒𝑡𝑠𝑡−1
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Comparing proxies for future earnings in asset pricing models and bankruptcy prediction models 

respectively highlights an important relationship between earnings, distress risk and firm 

valuation. As suggested by Asness, Frazzini and Pedersen (2014), a firm with high future earnings 

is a high quality firm, and is as such expected to command a high price for its stock. At the same 

time however, a firm with high earnings is also characterized as a safe firm (i.e. the opposite of 

distressed) in many bankruptcy prediction models seeking to quantify distress (Altman, 1968; 

Ohlson, 1980; Skogsvik, 1990). In other words, strong earnings prospects is considered an 

indicator of low levels of distress risk, and firms with lower levels of risk should not prompt 

higher returns according to the traditional risk-return paradigm. While this observation may in 

itself seem counter-intuitive, consider the implications of distress risk on future earnings. A firm 

with higher levels of distress has a higher risk of seeing its forecast earnings falling short of 

expectations. A firm with identical earnings prospect and lower levels of distress should, all else 

equal, be awarded a higher valuation. Fundamental valuation models that take distress risk into 

account offer a theoretical explanation to this intuition (See Section 3.4.6). 

3.4.5 Growth 

Theory 

A firm’s ability to grow revenues, increase margins and ultimately earnings is a critical driver of 

valuation and hence, a firm’s ability to deliver shareholder returns. Penman (2009) defines a 

growth firm as one that “grows residual earnings – that is, has abnormal earnings growth”, 

emphasizing that growth is only value accretive when increasing earnings over and above the 

required return on the book value of equity. As growth requires investment, which in turn 

requires financing (that may include more or less leverage), it becomes clear that there are many 

ways to represent risks related to growth.  

Empirics 

Research studying stock return patterns has tended to identify risks in growth stocks by 

comparing them to value stocks. For example, Fama and French (1992) define growth stocks as 

the inverse of value stocks by using the B/M and E/P ratios as proxies. Their study suggests that 

firms with low B/M ratios and low E/P ratios are typical of growth stocks. 

More recent research has sought to include explicit measures of growth to describe stock returns. 

For example, growth is one of the four dimensions used to define the QMJ factor (Asness, 

Frazzini and Pedersen, 2014). Their study makes use of five different accounting ratios that are all 

various representations of growth in profitability. Examples include growth in return on equity 

and gross margin growth. Fama and French (2015) find that their model performs better when 

adding a factor capturing the levels of investment made by a firm, where growth in the book 

value of assets is used as a proxy. 
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Bankruptcy prediction models commonly use different indicators of growth to reflect 

fundamental business risks. Ohlson (1980) measures growth through earnings by using a scaled 

measure for change in Net Income. Skogsvik (1990) looks at growth in the book value of equity, 

capturing both earnings growth and changes in capital structure over time. Laitinen (1991) 

captures growth by calculating growth in assets.  

3.4.6 Distress 

Theory 

In line with previous research, we consider distress as a continuous state during which a firm is 

approaching insolvency (see Section 3.7.2). Firms in distress are subject to various effects likely to 

have an adverse impact on their ability to generate cashflows (i.e. returns) to their shareholders.  

These effects are directly or indirectly caused by the limited access to funds that a firm 

approaching insolvency will, by definition, have. For example, a distressed firm risks losing 

suppliers (customers) who fear to deliver (take delivery) of goods or services produced by the 

firm, particularly by means of credit. Similarly, a distressed firm may be forced to forego NPV-

accretive investment opportunities. Furthermore, a distressed firm is likely to experience an 

increase in funding costs of both equity and debt, putting further pressure on access to funding.  

Penman (2009) highlights how such effects can be captured in various accounting ratios that in 

one way or another result in a reduction of future residual earnings. Examples include declining 

sales, margin deterioration, and inventory build-up and reduced return on investment. The 

difference between the underlying cause of such financial deterioration and its effects is often 

unclear, as one enforces the other. Penman (2009) describes how different forces interact to 

cause distress: 

“A fall in sales reduces net operating asset growth and asset turnovers. The fall in asset turnover reduces return on 

net operating assets, which reduces the operating spread. Operating creditors may reduce credit, reducing operating 

liability leverage, and borrowing costs may increase because of lower profitability. These effects compound to reduce 

residual earnings and the compounding effect can cause considerable distress, or even failure.” 

Distress is thus likely to be caused by the intercommunion of several risk factors facing 

businesses, continuously reinforcing one another.  

The impact of distress risk on equity returns may be less intuitive, as shareholders (unlike 

creditors) have no pre-determined returns to expect and are, by definition, residual claimants 

(Vassalou and Xing, 2004). Fundamental valuation models that incorporate the risk of business 

failure may offer theoretical foundations for such intuition. Skogsvik (2006) illustrates how 

valuation models can be adjusted to accommodate for probabilities of business failure.  

A numerator approach allows for period-specific failure probabilities to be incorporated into flow 

to equity valuations. Expected flow to equity, being conditioned on firm survival, can be treated 

with the relevant probability of failure for the period in question to become unconditional. We 
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find that treating expected flow to equity with the probability of failure causes a reduction in 

cashflows and hence, in firm valuation, offering an intuition that appeals to the traditional risk-

return paradigm. In other words, a rational investor will be willing to pay less to acquire a firm 

whose expected flow to equity are exposed to a higher probability of failure in order to achieve 

the same required return. Alternatively, all else equal, the value of a firm would increase 

(decrease), should the probability of failure turn out to be lower (higher) than what was initially 

expected. Skogsvik (2006) illustrates the mathematical relationship by means of a fundamental 

PVED valuation, where net dividends are unconditional on firm survival as follows (assuming a 

recovery rate of zero in the case of failure): 

 

𝑉0 = ∑
(1 − 𝑝𝑓𝑎𝑖𝑙)

𝑡
∗ 𝐸0(𝑁𝐷𝐼𝑉𝑡

∗)

(1 + 𝑟𝐸)𝑡

𝑇

𝑡=1

+

(1 − 𝑝𝑓𝑎𝑖𝑙)𝑇 ∗ 𝐸0(𝑁𝐷𝐼𝑉𝑇
∗)

𝑟𝐸 − 𝑔𝑠𝑠

(1 + 𝑟𝐸)𝑇
 

 

Where,  

𝑁𝐷𝐼𝑉𝑡
∗ =  𝐷𝑡+ 𝑅𝑡 − 𝑁𝑡, conditioned on firm survival 

𝐷𝑡 = 𝐷𝑖𝑣𝑖𝑑𝑒𝑛𝑑𝑠 𝑝𝑎𝑖𝑑 𝑎𝑡 𝑑𝑎𝑡𝑒 𝑡 

𝑅𝑡 = 𝑅𝑒𝑝𝑢𝑟𝑐ℎ𝑎𝑠𝑒 𝑜𝑓 𝑜𝑤𝑛 𝑠ℎ𝑎𝑟𝑒𝑠 𝑚𝑎𝑑𝑒 𝑎𝑡 𝑑𝑎𝑡𝑒 𝑡 

𝑁𝑡 = 𝑁𝑒𝑤 𝑒𝑞𝑢𝑖𝑡𝑦 𝑖𝑠𝑠𝑢𝑒𝑠 𝑚𝑎𝑑𝑒 𝑎𝑡 𝑑𝑎𝑡𝑒 𝑡 

𝑟𝐸 =  𝑟𝑒𝑞𝑢𝑖𝑟𝑒𝑑 𝑟𝑎𝑡𝑒 𝑜𝑓 𝑟𝑒𝑡𝑢𝑟𝑛 𝑓𝑜𝑟 𝑎𝑛 𝑒𝑞𝑢𝑖𝑡𝑦 𝑖𝑛𝑣𝑒𝑠𝑡𝑚𝑒𝑛𝑡 

𝑔𝑠𝑠 = 𝑒𝑎𝑟𝑛𝑖𝑛𝑔𝑠 𝑔𝑟𝑜𝑤𝑡ℎ 𝑖𝑛 𝑠𝑡𝑒𝑎𝑑𝑦 𝑠𝑡𝑎𝑡𝑒 

A denominator approach calls for adjusting the rate with which expected flow to equity are 

discounted to accommodate for the probability of business failure. This approach lends itself well 

to how risk is considered in cash flow based models where the discount rate (often 

operationalized as a weighted average cost of capital where equity cost of capital is priced using 

the CAPM) captures risk to equity holders by means of an equity risk premium (Sharpe, 1964; 

Black, 1972). While this method presents a limitation in that it assumes a constant probability of 

business failure, it offers parsimonious application as follows:  
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Where,  

𝑟𝐸
∗ =

𝑟𝐸+𝑝𝑓𝑎𝑖𝑙

(1−𝑝𝑓𝑎𝑖𝑙)
       is the failure-adjusted required rate of return for an equity investment 

and, 

𝑁𝐷𝐼𝑉𝑡 =  𝐷𝑡+ 𝑅𝑡 − 𝑁𝑡 

𝐷𝑡 = 𝐷𝑖𝑣𝑖𝑑𝑒𝑛𝑑𝑠 𝑝𝑎𝑖𝑑 𝑎𝑡 𝑑𝑎𝑡𝑒 𝑡 

𝑅𝑡 = 𝑅𝑒𝑝𝑢𝑟𝑐ℎ𝑎𝑠𝑒 𝑜𝑓 𝑜𝑤𝑛 𝑠ℎ𝑎𝑟𝑒𝑠 𝑚𝑎𝑑𝑒 𝑎𝑡 𝑑𝑎𝑡𝑒 𝑡 

𝑁𝑡 = 𝑁𝑒𝑤 𝑒𝑞𝑢𝑖𝑡𝑦 𝑖𝑠𝑠𝑢𝑒𝑠 𝑚𝑎𝑑𝑒 𝑎𝑡 𝑑𝑎𝑡𝑒 𝑡 

𝑔𝑆𝑆
∗ = 𝑒𝑎𝑟𝑛𝑖𝑛𝑔𝑠 𝑔𝑟𝑜𝑤𝑡ℎ 𝑖𝑛 𝑠𝑡𝑒𝑎𝑑𝑦 𝑠𝑡𝑎𝑡𝑒 

Skogsvik (2006) illustrates how both applications can be made to the present-value-of-expected-

dividends (PVED) valuation model, as well as the residual-income-valuation (RIV) model, 

amongst others9. Fundamental valuation models incorporating probabilistic business failure 

predictions offer intuitive reasoning as to why investors should demand higher returns, over time, 

from firms whose cashflows are exposed to higher levels of distress risk, and vice versa.   

Empirics 

Accounting-based distress measures are well-established and tend to be parsimonious in their 

application. The use of such measures is frequent in studies looking to test whether distress risk is 

captured in the variation of stock returns. For example, Dichev (1998) makes use of Altman’s Z-

Score (1968) and Ohlson’s O-Score (1980) to act as a proxy for distress. Similarly, Griffin and 

Lemmon (2002) make use of Ohlson’s O-Score. Campbell, Hilscher and Szilagyi (2008) specify 

their own accounting-based bankruptcy prediction model using a set of financial ratios similar to 

those used in previously established bankruptcy prediction models.10    

The frequent use of accounting-based distress measures suggest they serve their purpose well. 

However, the reliance of such measures on leverage ratios presents a notable limitation they have 

in common. This is because leverage ratios are often not applicable on businesses that rely 

heavily on leverage as part of their business models; e.g. financial or real estate firms. 

Furthermore, accounting-based measures do not capture the volatility of a firm’s assets when 

estimating default, which some research cites as a limitation (Vassalou and Xing, 2004). Market-

based measures of distress tend to overcome such limitations.  

                                                           
9 Readers interested in more detailed illustrations of how to incorporate probabilistic business failure predictions into discounted cash flow 
valuations will find Skogsvik’s working paper ”Probabilistic Business Failure Prediction in Discounted Cash Flow Bond and Equity 

Valuation” contains many examples of practical applications. The paper is available as part of a working paper series issued by the 

Stockholm School of Economics.  
10 The ratios used by Campbell, Hilscher and Szilagyi (2008) to predict bankruptcy include: 

Net Income to Market-valued Total Assets (NIMTA), Net Income to Total Assets (NITA), Total Liabilities to Market-valued Total Assets 

(TLMTA), Total Liabilities to Total Assets (TLTA), Cash and Short-term Assets to Market-valued Total Assets (CASHMTA), Market-to-
Book (MB), Monthly log excess return on firm equity relative to the S&P 500 (EXRET), Standard deviation of stock returns over the 

previous 3-months (SIGMA), log market capitalization relative to log capitalization of the S&P 500 (RSIZE) and log price per share 

truncated above $15 (PRICE). 
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Merton (1973) made use of the put-call parity relationship present in fundamental option pricing 

models to develop an alternative market-based methodology for measuring distress risk. The 

method assumes that the value of firm equity equals the value of a European call option on the 

firm’s assets. Default is in turn defined as the moment when asset value falls below the face value 

of debt (i.e. equity value becomes negative). With option-pricing methodology, the model can 

back solve expected asset value and compare it to firm debt. The Distance-to-Default measure 

ascribes a probability of failure to a firm by measuring the number of standard deviations the 

firm’s value is away from default. Notably, Vassalou and Xing (2004) find that the measure can 

be used to establish a positive relationship between the risk of default and stock returns, arguing 

that default risk is indeed to be considered systematic. 

Alternative methods for calculating distress risk are available in the bond market. Bond ratings or 

credit spreads are frequently used as a proxy for the risk of business failure (Dichev and 

Piotroski, 2001; Vassalou and Xing, 2004; Avramov, Chordia, Jostova and Philipov, 2009). 

As a final remark, we recognize that the explicit use of an accounting-based measure to reflect 

distress risk may be highlighted as a key limitation of this study. We consider the use of 

alternative measures of distress as one of several areas suggested for further research (see Section 

7). 

3.5 How different risk factors are related 

Albeit useful to the reader, the separation of the different representations of risk outlined above 

is misleading. They are more likely to be overlapping representations of other unspecified risks. 

Previous research, including studies of market anomalies, highlights such interrelatedness. For 

example, Banz (1981) suggests the E/P effect is obsolete when controlling for size, thus 

concluding it can be considered a proxy for size. Similarly, Fama and French (1992, 1995) note 

that firms with low B/M ratios tend to have poor earnings. Chan, Chen and Hsieh (1985) find 

that small firms are more likely to be distressed. Nai-fu and Zhen (1998) not only use both size 

and B/M to identify value stocks, but suggest that different levels of financial distress, leverage 

and earnings uncertainty are all representations of value. Chan and Chen (1991) highlight that 

smaller firms tend to have more levered capital structures as a result of being the product of past 

poor performance. More recently, Vassalou and Xing (2004) conclude that the size anomaly is a 

distress-anomaly as it only exists within firms that have the highest level of distress risk. 

What the different representations have in common is that they in one way or another reflect 

various fundamental value drivers of a firm. If we consider future earnings as one such 

fundamental value driver, some measures can be thought of as reflecting a firm’s ability (or lack 

thereof) to meet its financial obligations, e.g. its operating expenses or financing costs. If we 

follow this logic, it is likely that one or several of the measures capture different dimensions of 

distress risk (Fama and French, 1992; Vassalou and Xing, 2004). 
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3.6 Information and Stock Price Behavior 

Up until this point, we have to a greater extent considered risk factors that are likely to drive the 

behavior of stock prices. However, we have to a lesser extent considered whether information on 

such risks is appropriately reflected, accessed and acted upon across capital markets. Fama (1970) 

highlights the relationship between information and stock prices in his review of efficient capital 

markets: 

“A market in which prices always ‘fully reflect’ available information is called ‘efficient’.” 

In other words, if markets are “fully efficient”, we would expect stock prices to increase 

(decrease) immediately, and with the appropriate magnitude, when new positive (negative) 

information surrounding a firm is made public. Collectively called the Efficient Market 

Hypothesis, the hypothesis that markets are efficient and securities are priced according to their 

fundamental value underpins (and is either implicitly or explicitly assumed) much of modern 

asset pricing literature (Fama, 1970)11. Investors can, and are assumed to, act on changes in risk 

when they are informed of them. This notion begs to question how information is defined and 

what type of information is likely to impact stock prices. In his study on the information content 

of earnings announcements, Beaver (1968) posits:  

“A firm’s earnings report is said to have information content if it leads to a change in investors’ assessment of the 

probability distribution of future returns, such that there is a change in equilibrium value of the current market 

price.” 

Thus, only information that changes investor’s perception of the future performance of the firm 

is likely to prompt a price response. The reaction of stock prices to information disclosures of 

different kinds has been researched extensively. Ball and Brown (1968) examined how investors 

react to accounting earnings information. They find that while accounting information is useful, 

its information content is limited by the time of its announcement, as much of its impact occurs 

prior to announcement. Bernard and Thomas (1989) offer further evidence suggesting stock 

prices continue to drift post-earnings announcement. Bartov, Lindahl and Ricks (1998) look at 

the announcement of negative information in the form of write-offs and find that the event is 

generally both preceded and followed by large stock price declines. Haugen (2002) conducted 

several studies criticizing the efficient market hypothesis and existing asset pricing models. 

Haugen’s argument builds on the earlier findings of De Bondt and Thaler (1985), suggesting that 

the market tends to overreact to past performance by pricing stocks of successful firms too high 

and pricing stocks of unsuccessful firms too low. The argument offers an alternative explanation 

to the behavior of stock prices of different types of firms. Relatively cheap (value) stocks 

outperform not because they are risky, but because the market corrects its initial overreaction to 

                                                           
11 Fama (1970) classified three degrees of market efficiency. Strong form efficiency hypothesizes that prices reflect all public and private 

information. Semi-strong form efficiency implies that only public information is reflected in stock prices. Finally, weak form efficiency 

describes a market where stock prices are based on historical prices alone. 
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its performance, causing investors to become pleasantly surprised, and vice versa (Haugen, 2002). 

Finally, Skogsvik (2008) found that a zero-net trading strategy that goes long stocks with a 

predicted increase in future ROE and goes short stocks with a predicted decrease in future ROE 

generates significant positive abnormal returns. Skogsvik’s findings confirm previous research 

asserting that accounting information is useful when determining stock prices (Skogsvik, 2008).  

We note that the direction of stock price reactions to different informational disclosures rests on 

whether investors perceive the information to be positive or negative (Beaver, 1968). In other 

words, the anticipation of stock price reactions relies on expectations of certain investor 

behavior. Recall that traditional portfolio theory assumes investors to be risk-averse, meaning 

that given two investments with the same expected return, a rational investor will seek the less 

risky one. Conversely, an investor will only take on further risk with the promise of higher 

expected returns (Markowitz, 1952). If we follow this logic, rational investors receiving 

information that the risk of a firm has increased would, all else equal, attribute a lower value to 

the firm. In other words, an increase in distress risk, assuming unchanged projected flow to 

equity, ought to be perceived as negative information by the rational investor. This logic 

underpins hypothesis 2 a), b) and c) in Section 2.  

Evidence brought forward by Holthausen and Leftwich (1986) supports the abovementioned 

logic, suggesting that the announcement of bond rating downgrades is associated with negative 

abnormal stock returns. However, they also find that the negative abnormal returns remain in the 

quarter following the announcement, which may indicate a drift rather than a reversal in the post-

event period. Dichev and Piotroski (2001) find similar results for bond rating downgrades, but 

add evidence of abnormally low returns up to 3 years after downgrade announcements. Glascock, 

Davidson and Henderson (1987) also find a negative stock price reaction around the 

announcement of bond rating downgrades. However, in line with what we anticipate in 

hypothesis 2, they find a significant return reversal in the quarter after the announcement.  

3.7 Methods of Previous Research 

3.7.1 Stock Performance 

Why Reduce Risk into Factors? 

At this stage it might be interesting to elaborate further on why one should search for different 

representations of risk that can explain variations in stock returns. A simple way to address risk 

would be to take into account the covariance matrix as dictated by Markowitz (1952). However, 

there are benefits to adopting risk through a limited number of factors, since an asset’s sensitivity 

to a specific risk factor may be more stable than its sensitivity to the return of the market 

portfolio. Thus, one can control an asset’s risk more reliably by handling its exposure to these 

risk factors. Furthermore, by narrowing down the number of risk parameters to take into 

consideration, it may become simpler to improve returns as one can focus on estimating fewer 

risk parameters (Kritzman, 1993).  
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Portfolio Analysis 

Several studies exploring the relationship between distress risk and stock return perform similar 

versions of portfolio analysis (Dichev, 1998; Griffin and Lemmon, 2002; Campbell, Hilscher and 

Szilagyi, 2008). The method involves sorting firms into portfolios based on the value of the 

independent variable (risk factor) subject to investigation and calculating mean returns of each 

portfolio. The method has gained widespread popularity as it illustrates economic significance 

and can reveal potential nonlinearities between the dependent and independent variable (Dichev, 

1998). The estimation of portfolio means may also reveal relationships between the test variable 

and other independent (control) variables. The method can be refined by conducting a second 

sorting criterion within the initially constructed portfolios, also known as two-sorts (Vassalou and 

Xing, 2003). 

Factor Analysis vs. Cross Sectional Regression Analysis 

Kritzman (1993) distinguishes between two different approaches of isolating risk factors in the 

search for common sources of return variation. The first approach is called factor analysis and 

enables isolation of factors by observing common variations in stock returns. Factor analysis 

shows the covariation in returns and is appropriate when the goal is to identify all the different 

sources of this covariation. It involves grouping stocks into portfolios and testing to determine 

whether these portfolios can partly be explained by a set of common factors. However, even if 

such factors are found, it is not certain that they are definable and can be interpreted. Factors 

may reflect a mixture of perhaps even offsetting influences, that are specific to the sample and 

time period of study. Hence, factors resulting from factor analysis may not be persistent over 

time and/or across different samples. To conclude, even if we can account for almost all of a 

sample’s common variation in return through factor analysis, we might not be able to say as 

much about the meaning of the identified factors (Kritzman, 1993).  

The second approach is called cross sectional regression analysis. In contrast to factor analysis, 

where the goal is to identify all sources of return covariation, it instead requires the sources of 

return covariation to be pre-specified, and subsequently tests whether these sources explain 

differences in return. In other words, cross sectional regression analysis is appropriate when the 

goal is to determine the amount of return variation that a set of independent risk factors can 

explain. Based on intuition and previous research, one hypothesizes attributes that are believed to 

explain variations in stock returns. An attribute is a measure of sensitivity to some underlying 

factor. Once attributes are determined, the stock returns are regressed against the attribute values 

for one time period. Then this regression is repeated over all the time periods of study. If the 

coefficients of the attribute values are nonzero and a sufficiently high number of the regressions 

are significant, it can be concluded that the variation in stock returns are related to the variation 

in their attribute values. In order to test if a coefficient is significant in a certain regression one 
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can calculate the coefficient’s t-statistic, which equals the value of the coefficient divided by its 

standard error (Kritzman, 1993).  

The Fama-MacBeth Cross Sectional Regression Methodology 

One particular method that has been used within the area of cross sectional regression analysis is 

the Fama-MacBeth (1973) approach (Fama and French, 1992; Carhart, 1997; Dichev, 1998). It is 

important to distinguish between the Fama-MacBeth cross sectional regression and the Fama-

MacBeth two-step regression. The latter includes a set of time-series regressions for each asset or 

portfolio prior to that of the cross sectional regressions. The two-step regression methodology, 

however, is only applied when factor-mimicking portfolios are constructed (Fama and French, 

1992). What the Fama-MacBeth cross sectional regression analysis does is to determine the risk 

premium rewarded by the market for different types of risks. Similar to the coefficients of the 

attribute values in the cross sectional regression analysis (in the previous section), these risk 

premiums suggest that the investigated risks explain variation in stock returns. A requirement for 

that suggestion is that the risk premiums are significantly different from zero. 

Event Study 

An alternative way of testing the relationship between risk and return is to form an event when 

information of a firm’s specific risk status becomes publically available. By doing so, one can 

investigate whether a certain event is associated with stock price reaction, as well as the 

informational content of the news surrounding the event. Among previous studies that have 

adopted this methodology Ball and Brown (1968) is frequently cited. They show how the 

announcement of firms’ earnings is related to stock price reactions. The explanatory power, and 

hence usefulness, of such studies is dependent on how significant the abnormal returns are for a 

firm’s stock around the event (Kothari, Lewellen and Warner, 2006). Studies commonly include a 

pre- and post-event period, since the stock price reaction to the announcement of new 

information might not be immediate and correct as suggested by Bernard and Tomas (1989) as 

well as Bartov, Lindahl and Ricks (1998).  

MacKinlay (1997) investigates various types of event studies and highlights a number of 

important steps to consider when conducting one. Key considerations include the definition of 

an event, portfolio construction, choice of abnormal return metric, cross sectional aggregation of 

abnormal return, and time series aggregation of abnormal return. When defining an event, it is 

often the case that the event window is larger than the event itself. This enables exploration of 

price effects around the event as well. Even though the importance of aligning the portfolio 

construction with the question of research is not to be underemphasized, these first two 

considerations are relatively straight forward compared to the other three. Alternative ways of 

handling them will be elaborated on in the remainder of this section.  
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Abnormal return is widely recognized as the difference between realized return and expected 

return. As there are different ways of measuring expected return, it is important that the model 

used to calculate expected returns is correctly specified. Additionally, conclusions about market 

efficiency might be sensitive to the choice of abnormal return metric (Skogsvik, 2008). Hence, it 

is important to be aware of potential implications of a certain metric. 

MacKinlay (1997) distinguishes between economic and statistical models in the context of 

calculating expected returns. The former is however not absent from statistical assumptions, and 

include models such as the CAPM and the Market-adjusted Return Model, which in contrast to 

the CAPM also controls for additional firm characteristics such as size and value. The Constant 

Mean Return Model and the Market Model are two of the most widespread statistical models 

(MacKinlay, 1997). These models are absent from economic restrictions and are solely based on 

statistical assumptions. Economic models are preferable when data availability is limited or a pre-

event estimation period is not possible. Without an estimation period, the model coefficients 

must be pre-specified. MacKinlay (1997) suggests that such models are only to be applied when 

necessary, as the pre-specified model coefficients may cause biases. Among the statistical models, 

the Constant Mean Return Model is the simplest model. Even so, Brown and Warner (1980) 

argue that it often gives similar results as more sophisticated models. However, MacKinlay (1997) 

argues that the Market Model is preferable, as it eliminates the amount of return that is related to 

the variation in market return. The Market Model is another example of a univariate statistical 

factor model. Additional factors could potentially be included in the Market Model; however, the 

gain of doing so is limited. This is based on the fact that the marginal explanatory power of 

additional factors to that of the market is small (MacKinlay, 1997). Hence, the reduction in 

variance of abnormal returns is small. 

The cross sectional aggregation of abnormal returns involves the calculation of means at each 

point in time. This implies that each time period may contain different amounts of observations. 

For an event that lasts for one time period, the significance of that time period’s average 

abnormal return is the foundation for the event’s explanatory power (Kothari and Warner, 2006). 

However, an event may stretch for longer than one time period and there might be suspicion 

regarding the presence of a lag or lead in the stock price reaction, why a pre-event and post-event 

period may be included. Consequently, a time series aggregation of the average abnormal returns 

may be useful. A more frequently used method for doing this is calculating cumulative abnormal 

returns (MacKinlay, 1997). However, an alternative method is to form an abnormal performance 

index (Ball and Brown, 1968). This latter method makes it easier to compare how different 

portfolios perform over time, since they begin from a joint starting point.   
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3.7.2 Bankruptcy Prediction 

Definition of failure 

Defining business failure is important in the context of seeking to capture distress risk. Research 

on bankruptcy prediction models tend to specify different, albeit related definitions of failure. 

According to Beaver (1966) failure is defined as: 

“the inability of a firm to pay its financial obligations as they mature”, continues;  

“…operationally, a firm is said to have failed when any of the following events have occurred: bankruptcy, bond 

default, an overdrawn bank account, or non-payment of a preferred stock dividend” 

Campbell, Hislcher and Szilagyi (2008) make an explicit separation between bankruptcy and 

failure when defining distress in their own specification of a bankruptcy prediction model. 

Similarly, Vassalou and Xing (2004) define distress risk explicitly as the risk of a firm defaulting 

on its debt. While these definitions capture many indicators of distress, they are by no means 

exhaustive. Skogsvik (1990) adopts a different definition of failure in his study. In addition to i) 

legal bankruptcy and/or a composition agreement, he defines failure as ii) the voluntary shut-

down of the primary production activity of a firm, as well as iii) the receipt of a substantial 

subsidy provided by the state. The expanded definition is explained by the sample used in the 

study (Swedish manufacturing firms) and that government subsidies were common during the 

time period of study. What the definitions have in common is that they seek to capture a state of 

insolvency of a firm. In line with Skogsvik (1990), we will adopt a wider definition of failure and 

consider distress as a state where a firm is approaching any of the abovementioned types of 

insolvency.  

Dichev (1998) highlights the practical implications of bankruptcy for firms whose shares are 

publicly listed. A listed firm filing for bankruptcy may never delist its shares from an exchange; or 

do so substantially later than its bankruptcy filing date. Conversely, a delisting can occur for 

several reasons other than bankruptcy. The definition of failure adopted by Skogsvik (1990) 

suggests its model is not likely to run into classification problems based on a firms’ listing status 

and is as such considered suitable for the purposes of this study. 

Bankruptcy prediction models 

Bankruptcy prediction models seek to identify firms likely to enter into any of the defining events 

of failure outlined above by measuring their financial performance. Most studies make use of 

financial ratios to measure firm performance. By so doing, research on bankruptcy prediction 

seek to provide an empirical verification of the usefulness (i.e. predictive ability) of accounting 

data (i.e. financial statements), in line with what Beaver (1966) argues in his study. As summarized 

by Bellovary, Giacomino and Akers (2007), a wide range of bankruptcy prediction models have 

quite high predictive abilities.  
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The Bureau of Business Research attempted in 1930 to find common characteristics of failing 

firms, as they studied 29 firms using 24 accounting ratios. Each firm’s ratios were compared to 

the average ratios of all 29 firms that were investigated. The study found that some 8 ratios were 

good indicators of a firm’s “growing weakness”12. Two years later FitzPatrick (1932) made a 

comparison of ratios in successful and failed firms. His findings suggested that successful firms 

displayed better financial performance relative to failed firms when comparing a set of standard 

ratios (FitzPatrick, 1932). Up until 1966 most research on bankruptcy prediction looked quite 

similar to that of FitzPatrick’s (1932) study, including some investigation of accounting ratios for 

a set of firms and highlighting how the ratios differed between successful and failed firms 

respectively. Firms were often compared within the same industry. 

Beaver (1966) conducted a study including 30 ratios and 158 firms (of which 50 % were firms 

that fail) across 38 industries. Similar to previous research, he compared the average ratios 

between the failed and successful firms. However, in contrast to previous research, he also 

investigated the ratios’ ability to predict whether a firm would fail or not. His study was a 

univariate discriminant analysis (UDA), meaning that the financial ratios were tested separately 

after which a cut-off point was determined for each ratio in order to maximize the number of 

correct classifications for the specific sample. The proportion of incorrect classifications suffered 

from two limitations. The first involved the probability of misclassifying a failed firm (Type 1 

error). The second involved the probability of misclassifying a non-failed firm (Type 2 error). 

These errors are general for bankruptcy prediction models and are important to keep distinct due 

to the fact that the probability of failure for the population might differ from that of the sample. 

As a result, Beaver argues that a comparison of total errors (i.e. Type 1 and Type 2 errors 

aggregated) is not very meaningful.  

Altman (1968) picked up on what Beaver (1966) left as suggestions for future research, namely 

multi-ratio analysis; where more than one ratio is used simultaneously to predict failure. Altman 

developed a five-factor bankruptcy prediction model using multivariate discriminant analysis 

(MDA). The output, or Z-Score, in Altman’s model predicted the probability of failure for a firm 

given that the Z-Score fell within a certain range. This is similar to the cut-off point used in 

Beaver’s UDA. Classifications are made by observing whether the score falls within the pre-

determined cut-off points established on the basis of the initial sample, where the cut-off points 

(Z<1.81, the “distress zone” and Z>2.99, the “safe zone”) are those that best separate failed 

from non-failed firms. Due to the importance of distinguishing Type 1 and Type 2 errors, 

Altman established a range of outputs (1.81 < Z < 2.99, the “zone of ignorance”) where users 

ought to proceed with caution, as prediction errors may frequently occur within that range 

(Altman, 1968).  

                                                           
12 The ratios were Working Capital/Total Assets, Surplus and Reserves/Total Assets, Net Worth/Fixed Assets, Fixed Assets/Total Assets, 

Current Ratio, Net Worth/Total Assets, Sales/Total Assets and Cash/Total Assets 
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Following Altman (1968), a number of studies using MDA were made during the 1970’s, e.g. 

Blum (1974). Ohlson (1980) noted problems with previous bankruptcy prediction models that his 

study could address by means of using logit analysis. Firstly, he argued that using matched 

samples based on common firm characteristics was problematic. For example, discriminant 

analysis often uses samples that pairs failed and surviving firms according to size and industry. 

Ohlson (1980) argues that such characteristics could rather be viewed as predicting variables of 

failure. This argument is in line with multi-factor asset pricing models including size as a proxy 

for unidentifiable risks. Furthermore, the argument supports findings in studies that suggest firm 

size may be a proxy for distress (Fama and French, 1995, 1996; Asness, Frazzini, Israel, 

Moskowitz and Pedersen, 2015). Secondly, Ohlson (1980) criticizes the necessity of making 

assumptions regarding prior probabilities of failure and for the distributional properties of the 

predictors. He argued that his logit model addresses the abovementioned issues with discriminant 

analysis.  

More recently, Skogsvik (1990) specified a bankruptcy prediction model using probit analysis. 

The sample used was based on Swedish manufacturing firms and showed that the predictive 

ability of current cost accounting (CCA) ratios was very similar to that of historical cost 

accounting (HCA) ratios. Skogsvik’s study is relevant for this paper, considering its use of a data 

set containing Nordic firms.  

Similar to logit analysis, probit analysis considers a firm’s probability of going bankrupt. Both 

methods use similar statistical methods that apply a non-linear s-shaped curve (rather than the 

straight line used for simple regressions) to produce statistical relationships and generate similar 

results. A distinguishing factor (and arguably a strength) of bankruptcy prediction models 

specified using probit/logit analysis is their ability to infer a probabilistic association between the 

independent variables and the outcome variable. Previous methods discussed (i.e. UDA and 

MDA) on the other hand; do not offer estimations of bankruptcy probabilities (Ohlson, 1980). 

4 Data and Variables 

4.1 Data Acquisition  

To test the hypotheses, data on 926 firms across four Nordic exchanges is acquired. The 

exchanges are Nasdaq OMX Stockholm (Sweden), Oslo Bors (Norway), Nasdaq OMX 

Copenhagen (Denmark) and Nasdaq OMX Helsinki (Finland). Data availability limits the time 

period of study, which extends from 2000 through 2014. Due to time matching criteria, requiring 

the independent variables to be publically known before the dependent variable, data is 

assembled from December 31, 1999 through June 30, 2015. Out of the total sample of firms, 640 

are currently listed, while 286 firms have previously been listed during part of the time period 

covered by the sample. Important to note is that previously listed firms include those that have 

been delisted by means of choice (i.e. a take-private) or by means of being an acquisition target. 

Firms that have gone bankrupt are included in this group of firms as well. 
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Limiting the data set to Nordic firms is supported by several factors. Firstly, the data set is unique 

in the context of previous literature seeking to use distress risk in order to explain variation in 

stock returns. Secondly, the data set benefits from the Nordic region housing stock markets with 

a long history and many market actors, where trading is liquid in relation to many other European 

Exchanges. Thirdly, the data set is suitable for the use of bankruptcy prediction models other 

than the traditional models of Altman (1968) and Ohlson (1980) that are based on data sets of 

US firms. The Skogsvik (1990) probit model, based on Swedish manufacturing firms, is likely to 

be particularly suitable for the chosen data set. 

Information on the firms for the final set of events is acquired from the S&P Capital IQ 

database, which pools data and analytical capabilities across over 50,000 firms globally. We use an 

excel interface of the database that allow us to download data directly into spreadsheets and 

update as needed. While S&P Capital IQ constitutes the primary source of data, the sample is 

complemented using the Thomson Reuters DataStream database. The use of an additional 

database is justified by the availability of a list of previously listed firms, something that Capital 

IQ does not provide. However, the list of previously listed firms is then used in Capital IQ, 

where the actual data on the previously listed firms is available. This may help us avoid potential 

discrepancies between acquiring the same variables from different databases. The previously 

listed firms included in the data set are important given that some of the firms that may have 

gone bankrupt are part of this group. 

Data required to test the hypotheses consists of i) key line items from financial statements used 

to calculate relevant ratios ii) monthly and yearly stock prices to determine return for firms and 

the markets, and iii) other country-specific data such as government debt rates. The cross section 

of stocks in the final sample contains a total of 7,007 observations. The number of firms and 

hence observations increase over time as follows: 
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Figure 2: Number of observations by year and listing status. The figure presents descriptive statistics that 

illustrate the distribution of observations during the years 2000 – 2014 split by listing status. The total amount of 

observations is 7,007, which constitutes the final sample.  

 

All yearly financial statement items gathered are the latest available at the end of each year. The 

yearly market-based measures, i.e. market beta and market capitalization, are collected at the end 

of June each year. This has to do with matching purposes in the portfolio and regression analysis, 

which will be gone through more thoroughly further on in this paper. For the monthly 

observations, relevant for the event study, data is obtained by the end of each month. 

The final sample of 926 firms is a result of a number of sample limitations. The initial sample 

included 2,185 securities across the four exchanges. The first limitation of the sample involved 

removing duplicate securities and missing observations. This incorporates removing securities 

where the full set of accounting data required to perform the tests in this paper is not available. 

The second limitation involved the scope of the applied bankruptcy prediction model of this 

paper, i.e. Skogsvik’s (1990) pfail. Why it is not applicable on all industries will be elaborated on 

in section 4.3.1, but as a consequence of its limited scope, financial and real estate firms are 

removed from the sample. The third and final limitation involves winsorizing the investigated 

variables at the 1% and 99% level over the entire panel. Due to some extreme observations 

causing irregularities when analyzing average values, this last sorting step is necessary.  
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Figure 3: Refining of data set. The figure illustrates the process of refining the whole data set, starting from the 

initial sample of 2,185 firms and ending up at the final sample of 926 firms. In the first refining step, duplicates refer 

to firms that have class A shares and class B shares. Missing observations refers to firms where insufficient 

information is available to fill all test variables needed in the cross section. 

 

4.2 Dependent Variable and Definition of Excess Return  

This paper looks to explain the variations of excess stock returns in the cross section. In line with 

Fama and French (1996) we define excess return as: 

𝐸(𝑅�̃�) − 𝑅𝑓 

Where, 

𝐸(𝑅�̃�) = 𝑎𝑐𝑡𝑢𝑎𝑙 𝑟𝑒𝑡𝑢𝑟𝑛𝑠 𝑜𝑓 𝑠𝑡𝑜𝑐𝑘 𝑖 𝑖𝑛 𝑡ℎ𝑒 𝑐𝑟𝑜𝑠𝑠 𝑠𝑒𝑐𝑡𝑖𝑜𝑛 𝑜𝑣𝑒𝑟 𝑝𝑒𝑟𝑖𝑜𝑑 𝑡 → 𝑡 + 1   

𝑅𝑓 = 𝑟𝑖𝑠𝑘 𝑓𝑟𝑒𝑒 𝑟𝑎𝑡𝑒, 𝑡ℎ𝑒 𝑎𝑣𝑒𝑟𝑎𝑔𝑒  𝑡𝑟𝑒𝑎𝑠𝑢𝑟𝑦 𝑏𝑖𝑙𝑙 𝑟𝑎𝑡𝑒 𝑜𝑓 𝑟𝑒𝑙𝑒𝑣𝑎𝑛𝑡 𝑐𝑜𝑢𝑛𝑡𝑟𝑦 𝑑𝑢𝑟𝑖𝑛𝑔 𝑝𝑒𝑟𝑖𝑜𝑑 𝑡 

To test our first hypothesis, we measure yearly stock returns stretching from July 1 through June 

30 the following year. These are analyzed in the portfolio and regression analysis, which are 

explained in the method section. To test our second hypotheses, we measure monthly stock 

returns based on end of month prices.  

The risk free rate used to express excess returns is defined here as the rate of the government 

issued Treasury bill for each country of the respective exchanges covered in the data set. The 

period (1-month and 12-month respectively) represents a reasonable holding period for equity 

investments and matches the duration of the stock returns measured in each test. Government 
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debt rates are frequently used as a proxy for risk-free rates in similar studies (Fama and French, 

1995, 2015). Data on government rates is acquired through the central bureau of statistics or the 

central bank of each respective country represented in the data set. Given the relative maturity of 

the Swedish capital markets in the Nordic region, data on Swedish rates span the furthest back. 

For data missing on the early years of some of the other Nordic markets, the Swedish rate has 

been used as a Nordic proxy.  

4.3 Independent Variables and Explanatory Factors of Risk 

4.3.1 Distress Risk 

Skogsvik (1990) developed a probit model to predict the probability of a firm failing a certain 

year using balance sheet and income statement based ratios. The model can be used to predict 

failure up to six years prior to failure. However, the accuracy decreases as the time of the lead 

increases. The Skogsvik V-score one year prior to failure is defined as follows: 

 

𝑉 =  −1.5 − 4.3 ∙  𝑅1 + 22.6 ∙  𝑅2 + 1.6 ∙  𝑅3 − 4.5 ∙  𝑅4 + 0.2 ∙  𝑅5 −  𝑅6 

Where, 

𝑅1 =  
𝐸𝐵𝐼𝑇𝑡

(𝑇𝑜𝑡𝑎𝑙 𝐴𝑠𝑠𝑒𝑡𝑠𝑡 + 𝑇𝑜𝑡𝑎𝑙 𝐴𝑠𝑠𝑒𝑡𝑠𝑡−1) ÷ 2
 

 

𝑅2 =  
𝐼𝑛𝑡𝑒𝑟𝑒𝑠𝑡 𝐸𝑥𝑝𝑒𝑛𝑠𝑒𝑡

(𝐿𝑖𝑎𝑏𝑖𝑙𝑖𝑡𝑖𝑒𝑠 & 𝐷𝑒𝑓𝑒𝑟𝑟𝑒𝑑 𝑇𝑎𝑥𝑒𝑠𝑡 + 𝐿𝑖𝑎𝑏𝑖𝑙𝑖𝑡𝑖𝑒𝑠 & 𝐷𝑒𝑓𝑒𝑟𝑟𝑒𝑑 𝑇𝑎𝑥𝑒𝑠𝑡−1) ÷ 2
 

 

𝑅3 =  
(𝐼𝑛𝑣𝑒𝑛𝑡𝑜𝑟𝑦𝑡 + 𝐼𝑛𝑣𝑒𝑛𝑡𝑜𝑟𝑦𝑡−1) ÷ 2

𝑆𝑎𝑙𝑒𝑠𝑡
 

 

𝑅4 =  
𝑂𝑤𝑛𝑒𝑟𝑠 𝐸𝑞𝑢𝑖𝑡𝑦𝑡

𝑇𝑜𝑡𝑎𝑙 𝐴𝑠𝑠𝑒𝑡𝑠𝑡
 

 

𝑅5 =  
(𝑂𝑤𝑛𝑒𝑟𝑠 𝐸𝑞𝑢𝑖𝑡𝑦𝑡 − 𝑂𝑤𝑛𝑒𝑟𝑠 𝐸𝑞𝑢𝑖𝑡𝑦𝑡−1)

𝑇𝑜𝑡𝑎𝑙 𝐴𝑠𝑠𝑒𝑡𝑠𝑡
 

 

𝑅6 =  𝑑𝑖𝑓𝑓(𝑅2) =   
(𝑅2 − �̅̅�2,𝑡−1) 

[∑ (𝑅2,𝜏 − �̅̅�2,𝑡−1)
2

 ÷ 3𝑡−1
𝜏=𝑡−4 ]

0.5 

 

and, �̅̅�2,𝑡−1 = ∑  𝑅2,𝜏 ÷𝑡−1
𝜏=𝑡−4 4  

 

𝑡 = 𝑦𝑒𝑎𝑟  

 

From a broad set of 71 historical cost accounting ratios, Skogsvik (1990) found that the above 

ratios have the highest predictive ability of distress. Mainly, two notions support the use of this 

bankruptcy prediction model in front of other more frequently used ones such as the Altman Z-

Score and Ohlson O-Score (Dichev, 1998). First, the V-score can be converted directly into a 

probability of failure in contrast to the Altman Z-Score, which rather provides an indication of 

high probability of failure when the Z-Score falls below a certain level. This is due to the fact that 

the Skogsvik’s (1990) study is based on a probit model, while Altman’s (1968) study is based on a 
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MDA. Second, the Z-Score and O-Score are estimated on US data, while the V-score is estimated 

on Swedish data. As Skogsvik’s (1990) model represents the only bankruptcy prediction model 

conducted on Swedish data, we consider it more appropriate for our Nordic data set, considering 

that OMX Stockholm is largest among the four stock exchanges that constitute our sample. A 

bankruptcy prediction model based on Norwegian or Danish data is yet to come (Bellovary, 

Giacomino and Akers, 2007). Skogsvik’s (1990) study was also estimated solely on manufacturing 

firms. Since leverage is an important part in the determination of the V-score, Skogsvik’s model is 

not applicable on firms where leverage is a central part of the business model. Hence, financial 

and real estate firms are excluded from our sample. 

Even though there are benefits with using Skogsvik’s prediction model, there are important 

aspects to take into account before interpreting the results. The model was estimated over the 

time period 1966 to 1979 on Swedish data. Hence, a potential bias might be present due to 

different accounting standards over time and across the countries included in this study. 

4.3.2 Market Beta 

The market beta measuring individual firms’ market risk is estimated for each point in time using 

a 52-week rolling window regression. The inclusion of market beta in the regression analysis 

allows both for testing its relationship with distress risk, but more importantly allows for the 

study to determine whether the probability of business failure has explanatory power over and 

above that of conventional market beta. The market beta is defined: 

 

𝛽𝑖 =
𝐶𝑜𝑣(𝑅𝑖, 𝑅𝑚)

𝑉𝑎𝑟(𝑅𝑚)
 

Where,  

 

𝛽𝑖 = 𝑀𝑎𝑟𝑘𝑒𝑡 𝑒𝑥𝑝𝑜𝑠𝑢𝑟𝑒 𝑜𝑓 𝑠𝑡𝑜𝑐𝑘 𝑖 

𝑅𝑖 = 𝐸𝑥𝑐𝑒𝑠𝑠 𝑟𝑒𝑡𝑢𝑟𝑛 𝑓𝑜𝑟 𝑠𝑡𝑜𝑐𝑘 𝑖 

𝑅𝑚 = 𝑅𝑒𝑡𝑢𝑟𝑛 𝑓𝑜𝑟 𝑚𝑎𝑟𝑘𝑒𝑡 

 

4.3.3 Value 

In their studies of stock price behavior and returns, Fama and French (1992, 1995) find that a 

book-to-market ratio 𝐵𝐸𝑡−1/𝑀𝐸𝑡−1 captures part of the cross section of average stock returns 

with statistical significance. Furthermore, their study explains the previously unidentified risk 

captured by the B/M ratio reflected in varying stock returns. Their findings, that high B/M ratios 

signals low earnings and that low B/M stocks typically are more profitable provides a relationship 

between the ratio and fundamental performance, supporting rational pricing theories. Therefore, 

we choose to include the B/M ratio as a separate factor in the regression sought to explain excess 
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stock return. The inclusion is justified by the ratio’s predictive ability, its relationship with 

earnings as well as its potential to increase the robustness of the pfail factor we primarily look to 

test in this paper. 

4.3.4 Size 

Based on the findings of Banz (1981), various studies have identified a relationship between firm 

size and returns as a market anomaly, potentially representative of a different, unidentified source 

of risk commonly present in smaller firms (Chan, Chen and Hsieh, 1985; Asness, Frazzini, Israel, 

Moskowitz and Pedersen, 2015). As such, the definition of a relevant proxy variable for size will 

be important when testing for the predictive ability of pfail. This study defines size as the market 

capitalization of each stock, 𝑀𝐶𝐴𝑃𝑡−1, in line with similar studies (Fama and French, 1996; 

Dichev, 1998; Campbell, Hilscher and Szilagyi, 2008). Albeit commonly used, this measure must 

be used with care given its implicit relationship to stock return. Asness, Frazzini, Israel, 

Moskowitz and Pedersen (2015) highlight the findings of Berk (1995) that caution any 

misspecification of the traditional asset pricing model will be captured in a size measure reflected 

using market capitalization as a result of this relationship. Consequently, Berk makes use of other 

common non-price measures as his proxies for size. Such measures include book value of assets 

and sales (Berk, 1997). However, this paper seeks to remain consistent with the findings of 

Asness, Frazzini, Israel, Moskowitz and Pedersen (2015) that shows that size, defined as market 

capitalization, remains an unidentified proxy for risk when controlling for the relative distress risk 

of the firm in question. 

4.3.5 Additional Explanatory Factors  

We argue there is further merit to test the predictive ability of other individual accounting ratios 

in the cross section. While Skogsvik’s probit model makes a non-linear association of such ratios 

to assess the probability of failure, ratios can be added to a linear regression used to explain stock 

return as additional factors. The inclusion of such ratios may also reveal potential 

interdependencies with Skogsvik’s pfail. Recent studies have made similar use of ratios in 

different ways. Campbell and Thompson (2008) showed that various accounting ratios reflecting 

profitability, payout and financing could be used to predict stock returns on US firms using out-

of-sample approach and restricted regressions. Fama and French (2015) found that adding 

accounting ratios representing profitability and investment to their multivariate factor model, the 

explanatory power improved compared to their original three-factor model. Asness, Frazzini, 

Israel, Moskowitz and Pedersen (2015) made use of their QMJ factor in a multi-factor model 

seeking to explain stock return, where the factor, based on Gordon’s growth model, makes use of 

numerous accounting ratios designed to reflect quality characteristics.  

Building on the approach of the abovementioned research, we will add two ratios to the 

previously mentioned three risk factors. These two ratios, supported by Fama and French (2015) 

five-factor model, help us capture profitability and investment in our analysis. 
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Proxy for profitability, 𝑅𝑂𝐸𝑡−1 defined as 
𝑁𝑒𝑡 𝐼𝑛𝑐𝑜𝑚𝑒𝑡

(𝑂𝑤𝑛𝑒𝑟𝑠 𝐸𝑞𝑢𝑖𝑡𝑦𝑡+ 𝑂𝑤𝑛𝑒𝑟𝑠 𝐸𝑞𝑢𝑖𝑡𝑦𝑡−1) ÷2 
 

Proxy for investment, growth in Total Assets, defined as 
𝑇𝑜𝑡𝑎𝑙 𝐴𝑠𝑠𝑒𝑡𝑠𝑡−1− 𝑇𝑜𝑡𝑎𝑙 𝐴𝑠𝑠𝑒𝑡𝑠𝑡

𝑇𝑜𝑡𝑎𝐿 𝐴𝑠𝑠𝑒𝑡𝑠𝑡−1
 

Notably, our definition of profitability differs slightly from that of Fama and French (2015) in 

that it uses Net Income to reflect profitability rather than using operating profitability defined as 

revenues less cost of goods sold, selling general and administrative expenses, and interest 

expense. The use of a single accounting metric in the denominator simplifies the process of data 

acquisition but may give rise to slightly biased coefficient estimates. 

5 Method 

In order to investigate whether distress risk can explain variations in stock returns, we choose to 

follow two methodologies of previous research, namely portfolio analysis and Fama-Macbeth 

(1973) cross sectional regressions, in line with Dichev’s (1998) study. In addition, we will conduct 

an event study to test whether a change in distress risk gives rise to a stock price reaction, similar 

to that of Ball and Brown’s (1968) study. Finally, we perform a number of robustness tests with 

the hope to strengthen the validity of our results. 

5.1 Portfolio Analysis 

Portfolio analysis is conducted to highlight the economic significance of the results and reveal 

potential nonlinearities between stock return and distress risk. Here, firms are split into portfolios 

each year based on their probability of failure. Firms are ranked relative to one another each year, 

from the firm with the lowest to the highest probability of failure. Then, firms are split into 

quintiles each year with an equal amount of firms. Thenceforward, we calculate portfolio means 

in two steps. First, we calculate mean values for each portfolio and each year for both the 

dependent and independent variables; yearly excess return, market beta, market capitalization, 

book-to-market ratio, return on equity, asset growth and probability of failure. This gives one 

value for each portfolio for every variable and time period. Second, the yearly means are averaged 

throughout all the time periods, which ultimately give us one mean value for each portfolio and 

variable.  

By introducing second sorting criteria for other independent variables we may also reveal 

interrelationships between such variables and distress risk. Something that differentiates our 

study from previous studies is the use of fewer portfolios (Dichev, 1998; Campbell, Hilscher and 

Szilagyi, 2008). This is motivated by the fact that similar studies conducted tend to investigate 

larger samples13. If we were to use the same amount of portfolios as such studies, the amount of 

firms in each portfolio would be too small to produce reliable results. Rather, our results would 

likely be biased due to the impact of more extreme observations on portfolio means. Campbell, 

                                                           
13 Avramov, Chordia, Jostova and Philipov (2009) have 434,746  monthly observations. Dichev (1998) investigates two samples including 

237,628 and 262,304 monthly observations respectively. Campbell, Hilscher and Szilagyi  (2008) have a total of 1,695,036 monthly 

observations. 
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Hilscher and Szilagyi (2008) form decile portfolios in their study, in line with Dichev (1998) and 

Avramov, Chordia, Jostova and Philipov (2009).  

Furthermore, the portfolio formation of Campbell, Hilscher and Szilagyi (2008) somewhat 

asymmetrically emphasizes the tails of the distribution14, since they claim that the distress 

premium might only be related to the most distressed firms. Another distinction between the 

methodology of previous research is how the portfolio returns are calculated. Avramov, Chordia, 

Jostova and Philipov (2009) and Dichev (1998) use equally weighted returns, while Campbell, 

Hilscher and Szilagyi (2008) use value weighted returns.  

We will calculate equally weighted portfolio returns and form five symmetrical portfolios. We 

believe that if distress risk really has an effect on stock returns it should also be recognized when 

using equally large portfolios. The use of equally weighted portfolio returns is further supported 

by the notion that we do not wish to emphasize market-based measures, since the focus of this 

paper surrounds accounting-based measures.  

The timing of the dependent and independent variables, which concerns both the portfolio 

analysis and the cross sectional regression analysis, is as follows. Assume a firm with fiscal year-

end December 31, 2000. The accounting-based independent variables are gathered from the 

financial statements as of that date and will match the calculated yearly excess returns extending 

from July 1, 2001 through June 30, 2002. The market-based independent variables (e.g. market 

beta and market capitalization) as of June 30, 2001 will match the abovementioned excess return 

interval. Some previous research (Basu, 1983) presumes that accounting information is available 

within three months after the fiscal year ends. However, this is frequently shown not to be true 

(Fama and French, 1992). Thus, to ensure that the accounting-based variables are known before 

the excess return interval that they are meant to explain, we assume that financial statements are 

publically available within 6 months after each fiscal year ends. This is in line with previous 

research using accounting information to explain stock returns (Fama and French, 1992; Dichev, 

1998). 

  

                                                           
14 Percentiles: 0-5, 5-10, 10-20, 20-40, 40-60, 60-80, 80-90, 90-95, 95-99, 99-100. 
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Figure 4: Timing of test variables. The figure presents the timing of the dependent and independent variables 

used in the portfolio analysis and cross sectional regression analysis. Accounting based measures include probability 

of failure, book-to-market ratio, return on equity, asset growth and Z-Score. Market based measures include market 

beta and market capitalization. Excess return is calculated as the return of each stock less the risk free rate. 

 

 

5.2 Cross Sectional Regression Analysis 

In the portfolio analysis, the relationship between probability of failure and excess return is 

pronounced on a univariate level. However, other firm characteristics, perhaps not related to 

probability of failure, may also explain the variation in stock returns (Fama and French, 1992). In 

order to establish the relationship on a multivariate level, excess return is regressed on probability 

of failure and other firm characteristics that are expected to explain the variation in stock returns. 

By comparing results from multivariate regressions and univariate regressions of the independent 

variables, suggestions can be made regarding the interdependencies among them. The inclusion 

of variables will be done in a step-wise manner to facilitate more precise conclusions. 

The statistical tests used are Fama-MacBeth (1973) cross sectional regressions; a methodology 

that has gained widespread popularity for its practical way of testing whether a chosen number of 

firm characteristics can help explain stock returns15 (Dichev, 1998). The cross section of realized 

stock returns is regressed yearly on pfail, market beta, market capitalization (log), book-to-market, 

return on equity, and asset growth. The complete theoretical model we want to test is the 

following: 

 

𝐸𝑅𝑖,𝑛,𝑡 = 𝛼𝑡 + 𝛽1,𝑡𝑃𝑓𝑎𝑖𝑙𝑛,𝑡−1 + 𝛽2,𝑡𝐵𝑒𝑡𝑎𝑛,𝑡−1 + 𝛽3,𝑡𝑀𝑐𝑎𝑝𝑛,𝑡−1 + 𝛽4,𝑡𝐵/𝑀𝑛,𝑡−1

+ 𝛽5,𝑡𝑅𝑂𝐸𝑛,𝑡−1 + 𝛽6,𝑡𝐴𝐺𝑛,𝑡−1 + 𝜀𝑡 

Where, 

𝐸𝑅𝑛,𝑡 = 𝐸𝑥𝑐𝑒𝑠𝑠 𝑠𝑡𝑜𝑐𝑘 𝑟𝑒𝑡𝑢𝑟𝑛 𝑓𝑜𝑟 𝑠𝑒𝑐𝑢𝑟𝑖𝑡𝑦 𝑖 𝑎𝑡 𝑡𝑖𝑚𝑒 𝑡 

𝛽 = 𝐵𝑒𝑡𝑎 − 𝑐𝑜𝑒𝑓𝑓𝑖𝑐𝑖𝑒𝑛𝑡 

                                                           
15 Studies that construct factor mimicking portfolios perform a set of time series regressions prior to the cross sectional regressions. 

However, this is not the case for this study. 
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𝑛 = 𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑓𝑖𝑟𝑚𝑠 𝑖𝑛𝑐𝑙𝑢𝑑𝑒𝑑 𝑖𝑛 𝑡ℎ𝑒 𝑟𝑒𝑔𝑟𝑒𝑠𝑠𝑖𝑜𝑛 𝑎𝑡 𝑦𝑒𝑎𝑟 𝑡 

A regression coefficient as reported in the tables represents the average of the coefficients in the 

yearly cross sections. Each coefficient’s t-statistic, which determines the formal test of statistical 

significance, is calculated as the coefficient divided by its time-series standard error. 

A considerable amount of previous research attempting to explain the variation in stock returns 

have performed monthly cross sectional regressions (Fama and French, 1992; Dichev, 1998; 

Asness, Frazzini, Israel, Moskowitz and Pedersen, 2015). However, as this study investigates 

whether the estimated 1-year pfail can explain the variation in stock returns we deem it more 

intuitive to perform the regressions on an annual basis. Additionally, most of the firm 

characteristics tested are based on accounting information that for a substantial amount of firms 

in our sample is only obtainable once a year from their respective Annual Reports.  

5.3 Event Study 

In the portfolio and regression analysis, the relationship between probability of failure and excess 

stock return is established on a univariate and multivariate level respectively. These tests sought 

to establish whether firms with higher distress risk earn, on average, higher returns over time. We 

are also interested in establishing whether a change in distress risk beyond market expectations 

would prompt the market to re-price stocks to reflect fundamental value, as traditional theories 

of risk and return would suggest. More precisely, an increase in distress risk should cause stock 

prices to fall to reflect the increased risk an investor would have to bear to hold the stock, and 

vice versa. 

In order to examine whether there is a stock price effect associated with the announcement of 

accounting information surrounding distress risk, we conduct an event study (MacKinlay, 1997). 

Following is a description of the event study methodology pursued to test hypothesis 2 a), b) and 

c). 

In this paper, the event investigated is a change in distress risk, which is defined as the difference 

between the current and preceding year’s estimated 1-year pfail, as derived through Skogsvik’s 

(1990) bankruptcy prediction model. We define the event of a decrease in pfail (i.e. strengthened 

credit quality) as “good news”. Conversely the event of an increase in pfail (i.e. worsened credit 

quality) will be denoted as “bad news”. Hence, in line with our hypothesis, we would expect a 

decrease in distress risk to be associated with a positive stock price reaction, as investors gain the 

same expected flow to equity while carrying lower risk. The event window will last from the 

beginning of February until the end of April, since firm’s Annual Reports typically become 

publically available within that time period. The use of an event window is a consequence of the 

fact that the exact release dates of the Annual Reports of each firm is unknown to us. This may 

be a potential limitation to our study, since it becomes more difficult to identify abnormal returns 

when the event date is not restricted to a single day. 
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2-quantile, 5-quantile (quintile) and 10-quantile (decile) portfolios are formed in the month of 

January each year, based on the magnitude and direction of the change in pfail. This will help us 

observe the magnitude of the stock price effect in the more extreme portfolios, as well as test the 

informative content of a change in distress risk. 

In order to determine whether the event has any effect on stock returns, abnormal returns are 

calculated for each firm and month around the announcement of accounting information 

necessary to calculate pfail. There are different ways of estimating a firm’s expected return. We 

choose to apply the market model for two reasons. Firstly, we have the opportunity to estimate 

the model coefficients through a statistical model. Hence, we can avoid potential biases arising 

from using predetermined coefficients, which may be the case when using economic models. 

Secondly, the other most widespread statistical model, the constant mean return model, does not 

eliminate the amount of return that is related to the variation in the market’s return.  

In a market model, the return of each stock is regressed against the return of the market. By 

estimating how each stock would normally perform in the absence of the event and comparing it 

with actual return, it signalizes how the market perceives the event. Thus, using the market model 

to measure expected return; abnormal returns are calculated as follows: 

 

𝐴𝑅𝑖𝑡 = 𝑅𝑖𝑡 − (�̂�𝑖 + �̂�𝑖𝑅𝑚𝑡) 

Where, 

𝐴𝑅𝑖𝑡 = 𝐴𝑏𝑛𝑜𝑟𝑚𝑎𝑙 𝑟𝑒𝑡𝑢𝑟𝑛 𝑓𝑜𝑟 𝑠𝑡𝑜𝑐𝑘 𝑖 𝑎𝑡 𝑚𝑜𝑛𝑡ℎ 𝑡 

𝑅𝑖𝑡 = 𝐴𝑐𝑡𝑢𝑎𝑙 𝑟𝑒𝑡𝑢𝑟𝑛 𝑓𝑜𝑟 𝑠𝑡𝑜𝑐𝑘 𝑖 𝑎𝑡 𝑚𝑜𝑛𝑡ℎ 𝑡 

�̂�𝑖 = 𝐼𝑛𝑡𝑒𝑟𝑐𝑒𝑝𝑡 𝑓𝑜𝑟 𝑠𝑡𝑜𝑐𝑘 𝑖 

�̂�𝑖 = 𝐵𝑦 𝑤ℎ𝑎𝑡 𝑓𝑎𝑐𝑡𝑜𝑟 𝑠𝑡𝑜𝑐𝑘 𝑖 𝑖𝑠 𝑒𝑥𝑝𝑜𝑠𝑒𝑑 𝑡𝑜 𝑡ℎ𝑒 𝑚𝑎𝑟𝑘𝑒𝑡 𝑟𝑒𝑡𝑢𝑟𝑛 

𝑅𝑚𝑡 = 𝐴𝑐𝑡𝑢𝑎𝑙 𝑟𝑒𝑡𝑢𝑟𝑛 𝑓𝑜𝑟 𝑚𝑎𝑟𝑘𝑒𝑡 𝑎𝑡 𝑚𝑜𝑛𝑡ℎ 𝑡 

The estimation period for the market model β is set so that the event window is not included in 

the estimation. This ensures that the event does not affect the estimated βs, something that could 

potentially have biased the estimates and consequently led to an over- or underestimation of 

abnormal returns. Each firm’s specific monthly β is estimated on the most recent year’s weekly 

observations of stock and market returns. By using a rolling estimation period for the monthly βs 

it also ensures that the event is included in the estimation period when estimating expected return 

after the event window. This is important considering the fact that the event may actually impact 

stock prices and thereby influence what is expected to be the normal return for a stock after the 

event has taken place. The βs are obtained through the Capital IQ database.  
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The estimation period for the αs in our study includes part of the post-event period for each 

stock. Ball and Brown (1968) also faces this issue in their estimation of expected return 

coefficients. It is not entirely uncommon that a pre-event period contains irregularities. 

Therefore, including a post-event period in the estimation window is a plausible alternative 

(MacKinlay, 1997). The αs are generally relatively low values and therefore the potential bias in 

the α estimates are not expected to be of any greater significance.  

Abnormal Performance Index 

After the abnormal return for each firm’s monthly observation is computed and firms are split up 

in different portfolios, an abnormal performance index (API) is constructed. The API is used to 

illustrate how different portfolios of firms perform over time. In line with Ball and Brown (1968), 

the equation used to calculate the API is as follows: 

 

𝐴𝑃𝐼𝑡 = ∑ [ ∏ (1 + 𝐴𝑅𝑖𝑡)

𝑡

𝑡=−1

]

𝑁𝑡

𝑖=1

1

𝑁𝑡
 

Where, 

𝐴𝑃𝐼𝑡 = 𝐴𝑏𝑛𝑜𝑟𝑚𝑎𝑙 𝑝𝑒𝑟𝑓𝑜𝑟𝑚𝑎𝑛𝑐𝑒 𝑖𝑛𝑑𝑒𝑥 𝑎𝑡 𝑚𝑜𝑛𝑡ℎ 𝑡 

𝑁𝑡 = 𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑠𝑡𝑜𝑐𝑘𝑠 𝑖𝑛 𝑡ℎ𝑒 𝑝𝑜𝑟𝑡𝑓𝑜𝑙𝑖𝑜 𝑎𝑡 𝑚𝑜𝑛𝑡ℎ 𝑡 

𝐴𝑅𝑖𝑡 = 𝐴𝑏𝑛𝑜𝑟𝑚𝑎𝑙 𝑟𝑒𝑡𝑢𝑟𝑛 𝑓𝑜𝑟 𝑓𝑖𝑟𝑚 𝑖 𝑎𝑡 𝑚𝑜𝑛𝑡ℎ 𝑡 

The cross sectional aggregation of each firm’s abnormal return is calculated each month. 

Consequently, to observe how the stock price effect takes place over time, a time series 

aggregation of the monthly average abnormal returns is calculated. This is done through the API 

calculation. By including both pre-event and post-event periods in the time series aggregation, we 

can also analyze potential market reactions before and after the event takes place. Hence, 

suppositions can be made regarding the efficiency of the market.  

The API spans across the period February – December. The reason for excluding January from 

the API is that our sample includes a significant January effect (De Bondt and Thaler, 1985; 

Asness, Frazzini, Israel, Moskowitz and Pedersen, 2015), which may hinder the interpretation of 

results.  We include the anomaly as part of a robustness test in Appendix 15 (see Section 9.2.4, 

robustness test 4). 

5.4 Robustness Tests 

During the process of preparing and performing our tests, we have strived to find support in 

previous research regarding the methods we have chosen. However, different studies might have 

different conditions, why some subjectivity may be necessary. Thus, we perform a number of 
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robustness tests in areas where assumptions and limitations in our methodology may have impact 

on our results. These tests can be found in Appendix 9.2.  

In the context of accounting-based bankruptcy prediction models used as a proxy for distress 

risk, the Altman Z-Score is a commonly used alternative (Dichev, 1998). To assure that the use of 

Skogsvik’s probability of failure is valid, we replace it with Z-Score in all three of our tests.  

Another area of potential scrutiny surrounds the relatively low number of portfolios used in the 

portfolio analysis compared to previous research (Vassalou and Xing, 2003; Campbell, Hilscher 

and Szilagyi, 2008). Even though this is supported by the fact that each portfolio requires a 

sufficiently high number of observations, we construct decile portfolios as a robustness test for 

our portfolio results, as well as our event study results.  

6 Results 

This section will present and analyze the findings of empirical tests performed as part of the 

study. Section 6.1 seeks to give the reader a better understanding of the characteristics of the data 

set by presenting descriptive statistics. Section 6.2 covers results from portfolios of stocks ranked 

into groups on the basis of their level of financial distress. Section 6.3 presents findings from the 

Fama-Macbeth cross sectional regressions. Finally, Section 6.4 presents results from an event 

study examining stock price reactions of portfolios of stocks ranked into groups on the basis of 

their relative increase or decrease in distress risk.  

6.1 Descriptive Statistics 

Our sample, consisting of 926 firms, contains data over the period 2000 to 2014. The period is 

characterized by events with substantial impact on global financial markets. The years following 

the turn of the 21st century and the burst of the ‘dot-com’ bubble, as well as the mass-default of 

US collateralized debt securities in 2008 marked the beginning of global financial crises. In both 

instances, the stocks in our sample return -19 percent and -34 percent, on average, respectively.  

The inclusion of periods with positive and negative stock return, respectively, is likely to be 

suitable for the purpose of our tests. For example, a time-series examination of pfail reveals that 

the average distress risk of firms in our sample increases around both events, as one would 

expect. Similarly, average firm size, profitability and level of investment of firms in our sample all 

decrease following both crises. 
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Figure 5: Relationship between sample returns and market returns. The figure presents descriptive statistics 

that illustrate the relationship between annual stock returns from the final sample and annual market returns during 

the period 2000 – 2014. Sample returns are calculated as the mean of all stocks’ annual returns each year. Market 

returns are calculated as the mean of the four Nordic exchanges’ annual returns each year.  

 

Table 1 contains descriptive statistics for the test variables. Drawing parallels to Dichev’s (1998) 

study, sample distributions are very similar. A key difference of our sample is a lower mean and 

standard deviation of Z-Score (equivalent to a higher mean pfail), possibly explained by the 

difference in the time period covered by our study and that of Dichev’s, (1981 – 1995). 

Table 1: Descriptive statistics for the test variables during 2000 to 2014. The table presents descriptive statistics 

that illustrate the test variables’ empirical dispersals. E. Returns are yearly excess returns for the final sample of firms 

including firms from all four of the major Nordic stock exchanges investigated in this paper. Beta is the measure of 

stocks’ exposure to the market. MCAP is the market capitalization, in million USD, based on the end-of-June. B/M 

is the book-to-market ratio based on the fiscal-year-end book value of common equity and market capitalization. 

ROE is the return on equity and AG is the growth in total assets. Pfail is the primary measure of distress risk from 

Skogsvik (1990), while ZScore is the secondary measure of distress risk from Altman (1968) used in robustness tests. 
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Statistics
Mean StdD P5 P25 P50 P75 P95

E. Returns 0.04 0.48 -0.65 -0.28 -0.01 0.29 0.88

Beta 0.59 0.53 -0.19 0.24 0.54 0.88 1.54

MCAP 1094 3028 6 34 126 646 5733

B / M 0.76 0.69 0.13 0.31 0.56 0.97 2.06

ROE 0.03 0.37 -0.62 -0.05 0.09 0.20 0.44

AG 0.13 0.40 -0.27 -0.06 0.05 0.19 0.81

Pfail 0.0239 0.0996 2.79E-08 1.49E-05 0.0006 0.0059 0.1014

Zscore 2.29 3.03 -0.80 1.21 2.05 3.08 5.86
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Correlation coefficients provide a number of interesting observations, suggesting there is a 

relationship between several of the independent variables (see Table 2). Pfail displays the highest 

level of correlation with ROE (-0.4878, p < 0.0000). The observation is less surprising, given that 

ROE is one of the ratios used to determine pfail. Nevertheless, the observation is important as 

we would expect firms with high levels of distress to be less profitable.  

Furthermore, we find that pfail is negatively correlated to size (-0.2011, p < 0.0000). This is also 

to be expected, given arguments presented by previous research suggesting that the size effect is 

revived when taking distress into account (Asness, Frazzini, Israel, Moskowitz and Pedersen, 

2015). Finally, we include the Altman’s (1968) bankruptcy measure for firms in our sample as a 

robustness test and observe a negative correlation between pfail and Z-Score (-0.1981, p < 

0.0000). This result is comforting, as a high Z-Score is ascribed to firms with low risk of 

bankruptcy, and vice-versa. 

Looking at pairwise correlations of the independent variables and excess return, we find that 

several risk factors load significantly onto the dependent variable. Value and profitability both 

correlate positively to excess return (0.0742, p < 0.0000 and 0.0591, p < 0.0000) within a 

confidence interval of 99%. The level of investment, measured as asset growth, loads negatively 

onto excess returns (-0.1271, p < 0.000), in line with evidence presented by Fama and French 

(2015), suggesting that firms with conservative investment spend earn higher returns, on average, 

than firms with aggressive investment spending. Furthermore, we find that distress risk, 

measured as the probability of business failure, loads up negatively to excess return (-0.0262, p < 

0.0000). This result suggests that relatively safer quality firms with a lower probability of failing 

earn higher returns, on average, than riskier junk firms with a higher probability of failing. In 

other words, distress risk is not likely to be a systematic risk. This result suggests hypothesis 1 

should be rejected. 
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Table 2: Pearson Correlation table for test variables during 2000 to 2014. The table presents a Pearson 

correlation matrix for all test variables, including Z-Score used in robustness tests. The numbers in the parentheses 

are the P-values for each regression coefficient. For more detailed explanations of the test variables, view Table 1.  

 

 

Analysis 

Interpreting these findings, we conclude them to be inconsistent with the relationship between 

risk and return, as they point to a negative relationship between distress risk and excess return. In 

other words, results suggest higher returns are rewarded to firms with lower levels of distress, i.e. 

investors are willing to pay more for quality firms that have a lower likelihood of failing. Results 

could be interpreted as in line with the recent findings of Asness, Frazzini and Pedersen (2014) 

who find that stocks of high quality firms earn higher returns, on average, than low quality firms. 

Furthermore, results add support to the idea that the distress- and size-effects could be related 

(Chan, Chen and Hsieh, 1985). The negative correlation between size and the probability of 

failure suggests smaller firms have a higher probability of failing, and vice versa.  

Similarly, we find support for evidence presented in the research of Fama and French (1996, 

2015) suggesting value and profitability both explain variations in stock returns. In other words, 

firms whose market value is low in relation to their book value are expected to generate higher 

returns, on average, than firms whose market value is high in relation to their book value. 

Variable E. Returns Beta MCAP B / M ROE AG Pfail ZScore

E. Returns 1.0000

Beta -0.0562 1.0000

(0.0000)***

MCAP 0.0040 0.2608 1.0000

(0.7348) (0.0000)***

B / M 0.0742 -0.0567 -0.2442 1.0000

(0.0000)*** (0.0000)*** (0.0000)***

ROE 0.0591 -0.0233 0.3487 -0.1749 1.0000

(0.0000)*** (0.0515)* (0.0000)*** (0.0000)***

AG -0.1271 0.0231 0.0172 -0.1659 0.0703 1.0000

(0.0000)*** (0.0532)* (0.1488) (0.0000)*** (0.0000)***

Pfail -0.0262 -0.0072 -0.2011 0.0145 -0.4878 -0.0136 1.0000

(0.0281)** (0.5491) (0.0000)*** (0.2264) (0.0000)*** (0.2563)

ZScore 0.0121 0.0100 0.1386 -0.1761 0.3875 0.1062 -0.1981 1.0000

(0.3124) (0.4022) (0.0000)*** (0.0000)*** (0.0000)*** (0.0000)*** (0.0000)***

[ * p < 0.10, ** p < 0.5, *** p < 0.01 ]
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Similarly, firms with higher levels of profitability are expected to earn higher returns, on average, 

than firms with lower levels of profitability. 

6.2 Portfolio Analysis 

Distress-sorted portfolios 

Portfolio analysis reveals a negative relationship between distress risk and excess return. Portfolio 

quintiles with high levels of distress risk (i.e. high probability of failure) earn lower than average 

returns. Conversely, quintiles with low levels of distress risk earn higher than average returns. 

Firms with the highest distress risk in the top quintile earn, on average, 3.7 percent less than the 

safest firms with the lowest distress risk in the bottom quintile. The relationship appears to be 

non-linear in the sense that the difference in average return across quintiles is higher among the 

two quintiles with the highest average probability of failure. We note that this negative 

relationship between distress risk and returns is in line with the Pearson’s correlation presented in 

section 6.1. 

 

 

Table 3: Relation between pfail and other test variables during 2000-2014. The table presents portfolio results, 

where firms are assigned yearly into quintile portfolios based on the magnitude of their probability of failure. High 

represents the quintile portfolio including firms with the highest pfail. Low represents the quintile portfolio including 

firms with the lowest pfail. For more detailed explanations of the test variables, view Table 1. 

Portfolio High 4 3 2 Low High - Low 
Sample  
Mean 

Pfail 0.1097 0.0045 0.0007 0.0001 0.0000 0.1097 0.0239 

E. Return 0.015 0.035 0.038 0.048 0.052 -0.037 0.036 

Beta 0.565 0.599 0.623 0.563 0.593 -0.028 0.589 

MCAP 635 1378 1592 977 818 -183 1094 

B / M 0.902 0.805 0.757 0.698 0.584 0.318 0.762 

ROE -0.209 0.036 0.080 0.100 0.177 -0.386 0.032 

AG 0.135 0.119 0.125 0.132 0.151 -0.016 0.127 

Z-Score 1.111 1.912 2.304 2.642 3.606 -2.495 2.294 
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Figure 6: Pfail’s relation to excess return, B/M ratio and ROE during 2000 to 2014. The figure presents 

portfolio results that illustrate mean annual excess return, B/M and ROE across pfail quintiles in descending order. 

Firms are assigned into quintile portfolios annually based on the magnitude of their pfail. High represents the 

quintile portfolio including firms with the highest pfail. Low represents the quintile portfolio including firms with the 

lowest pfail.  

 

Sorting stocks according to their probability of failure further reveals common characteristics of 

firms across quintiles. Results suggest there is a positive relationship between value and distress, 

as firms with the highest level of distress risk in the top quintile have B/M ratios that are 0.318 

points higher, on average, than firms in the bottom quintile. Similarly, sorting stocks into 

quintiles gives rise to a negative relationship between distress risk and profitability. We find that 

firms in the top quintile earn, on average 38.6 percent less on their book value of equity than 

firms in the bottom quintile. In other words, firms with low levels of distress risk have 

considerably higher ROE, on average, than firms with high levels of distress risk. Again, we note 

that the negative relationship between distress risk and profitability observed in the portfolio 

analysis is in line with results presented in the Pearson’s correlation test in section 6.1. 

Finally, we measure the average Z-Score of each portfolio as part of our robustness testing of the 

choice of proxy for distress. Portfolio results show that average Z-Score is higher in quintiles 

with lower levels of distress. This result is to be expected, since Z-Score is a measure of financial 

strength; higher Z-Score means lower level of distress (Dichev, 1998). 

Distress risk controlled by value effect 

In line with Vassalou and Xing (2004), we perform two-way portfolio sorts to examine the 

behavior of stocks with high and low B/M ratios within each distress-sorted portfolio and 

evaluate the extent to which value and distress risk may be related. 

Table 4 suggests that the value anomaly is present, albeit in different magnitudes across all 

quintiles sorted on levels of distress. Notice that in every quintile, stocks with high B/M earn, on 

average, higher returns than stocks with low B/M. Perhaps more interesting is the observation 

that the negative relationship between distress and excess return (i.e. that firms with low levels of 



48 

 

distress earn, on average, higher returns) is prevalent to a much larger extent within high risk 

stocks that display high B/M ratios. The difference in return between stocks in the top and 

bottom distress quintile that have high B/M ratios is -5.46 percent, while the difference in return 

between stocks in the top and bottom distress quintile that have low B/M ratios is 1.99 percent. 

This compares to the sample as a whole where the difference in returns of the top and bottom 

distress quintile is -3.73 percent. In other words, the phenomenon that quality stocks outperform 

riskier junk stocks is more pronounced among value stocks than growth stocks. Similarly, we find 

that the difference in the book-to-market ratio of high B/M and low B/M stocks is higher in the 

top distress quintile (0.99 points) than in the lowest distress quintile (0.68 points). 

Looking at firm characteristics, there is no immediate trend to be observed across the distress-

sorted quintiles. Within each quintile however, we find that stocks with high B/M tend to be 

smaller in size, less profitable and invest more aggressively than stocks with low B/M, in line with 

results presented in previous tests. 
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Table 4: Distress risk controlled by value effect during 2000 to 2014. The table presents portfolio results, where 

firms are assigned yearly into quintile portfolios based on the magnitude of their probability of failure as well as all 

the other test variables respectively. Within each portfolio, firms are then sorted into two B/M portfolios, based on 

their previous year’s B/M ratio.  

Portfolio High 4 3 2 Low High - Low 

E. Return 

High B/M 0.032 0.041 0.057 0.071 0.087 -0.055 

Low B/M -0.002 0.028 0.019 0.025 0.018 -0.020 

Whole Sample 0.015 0.035 0.038 0.048 0.052 -0.037 

Beta 

High B/M 0.486 0.513 0.573 0.511 0.565 -0.079 

Low B/M 0.644 0.686 0.671 0.615 0.620 0.024 

Whole Sample 0.565 0.599 0.623 0.563 0.593 -0.028 

MCAP 

High B/M 398 964 1225 828 468 -70 

Low B/M 870 1786 1956 1125 1165 -295 

Whole Sample 635 1378 1592 977 818 -183 

B / M 

High B/M 1.405 1.212 1.158 1.068 0.923 0.481 

Low B/M 0.405 0.402 0.361 0.331 0.248 0.157 

Whole Sample 0.902 0.805 0.757 0.698 0.584 0.318 

Pfail 

High B/M 0.082 0.005 0.001 0.000 0.000 0.082 

Low B/M 0.137 0.004 0.001 0.000 0.000 0.137 

Whole Sample 0.110 0.004 0.001 0.000 0.000 0.110 

ROE 

High B/M -0.146 0.000 0.023 0.042 0.098 -0.245 

Low B/M -0.271 0.072 0.136 0.157 0.255 -0.527 

Whole Sample -0.209 0.036 0.080 0.100 0.177 -0.386 

AG 

High B/M 0.078 0.085 0.070 0.067 0.103 -0.025 

Low B/M 0.190 0.152 0.180 0.196 0.198 -0.007 

Whole Sample 0.135 0.119 0.125 0.132 0.151 -0.016 

Z-Score 

High B/M 1.348 1.758 1.784 2.085 2.580 -1.232 

Low B/M 0.877 2.065 2.817 3.194 4.623 -3.747 

Whole Sample 1.111 1.912 2.304 2.642 3.606 -2.495 
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Distress risk controlled by earnings 

In the following we show a two-way portfolio sort examining the behavior of stocks with high 

and low profitability within each distress-sorted portfolio. This is to evaluate the extent to which 

profitability and distress risk may be related. 

Table 5 suggests a profitability effect is present in all quintiles apart from that with the lowest 

distress risk, albeit in different quantities. Notice that stocks with high ROE earn, on average, 

higher returns than stocks with low ROE across quintiles two through five. Perhaps more 

important is the observation that the negative relationship between distress and excess return is 

pronounced, in particular, among firms with low profitability. The difference in return between 

stocks in the top and bottom distress quintile that have high ROE is negligible at -0.09 percent, 

while the difference in return between stocks in the top and bottom distress quintile that have 

low ROE is -7.36 percent. In other words, the phenomenon that quality stocks outperform 

riskier junk stocks is more pronounced among firms with low profitability than firms with higher 

profitability. Similarly, we find that the difference in the average return on equity of more 

profitable and less profitable stocks is higher in the top distress quintile (0.70 points) than in the 

lowest distress quintile (0.30 points). 

Finally, results on average firm characteristics across the distress quintiles suggest that stocks with 

high profitability tend to be larger in size, have lower B/M ratios and lower probability of failure 

than firms with low profitability. 
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Table 5: Distress risk controlled by earnings effect during 2000 to 2014. The table presents portfolio results, 

where firms are assigned yearly into quintile portfolios based on the magnitude of their probability of failure as well 

as all the other test variables respectively. Within each portfolio, firms are then sorted into two ROE portfolios, 

based on their previous year’s ROE.  

Portfolio High 4 3 2 Low High - Low 

E. Return 

High ROE 0.049 0.093 0.061 0.072 0.050 -0.001 

Low ROE -0.019 -0.023 0.014 0.025 0.055 -0.074 

Whole Sample 0.015 0.035 0.038 0.048 0.052 -0.037 

Beta 

High ROE 0.519 0.614 0.616 0.546 0.600 -0.080 

Low ROE 0.611 0.586 0.629 0.581 0.587 0.024 

Whole Sample 0.565 0.599 0.623 0.563 0.593 -0.028 

MCAP 

High ROE 997 1889 2193 1150 1268 -270 

Low ROE 276 871 999 807 371 -96 

Whole Sample 635 1378 1592 977 818 -183 

B / M 

High ROE 0.866 0.621 0.555 0.505 0.402 0.464 

Low ROE 0.938 0.987 0.956 0.889 0.764 0.174 

Whole Sample 0.902 0.805 0.757 0.698 0.584 0.318 

Pfail 

High ROE 0.047 0.004 0.001 0.000 0.000 0.047 

Low ROE 0.172 0.005 0.001 0.000 0.000 0.172 

Whole Sample 0.110 0.004 0.001 0.000 0.000 0.110 

ROE 

High ROE 0.141 0.216 0.252 0.257 0.328 -0.187 

Low ROE -0.556 -0.142 -0.091 -0.055 0.028 -0.584 

Whole Sample -0.209 0.036 0.080 0.100 0.177 -0.386 

AG 

High ROE 0.189 0.160 0.169 0.184 0.204 -0.015 

Low ROE 0.081 0.078 0.083 0.080 0.098 -0.017 

Whole Sample 0.135 0.119 0.125 0.132 0.151 -0.016 

Z-Score 

High ROE 1.958 2.320 2.942 3.336 4.508 -2.550 

Low ROE 0.273 1.510 1.676 1.954 2.713 -2.440 

Whole Sample 1.111 1.912 2.304 2.642 3.606 -2.495 
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Analysis 

The results from the portfolio analysis are in line with previous research, suggesting that distress 

risk is not priced into returns and is hence not a systematic risk (Dichev, 1998; Campbell, 

Hilscher and Szilagyi, 2008; Avramov, Chordia, Jostova and Philipov, 2009). Contrary to what is 

to be expected given the intuitive relationship between risk and return, results suggest investors 

in firms with higher risk of failing are not rewarded for taking on additional risks. In other words, 

we find that high quality stocks with lower probability of failure outperform low-quality junk 

stocks with higher probability of failure. Results are in line with the findings of Asness, Frazzini 

and Pedersen (2014) and the performance of the QMJ factor. 

Furthermore, we observe results similar to that of Dichev (1998) as the portfolios with high 

probabilities of failure tend to have, on average, high B/M ratios. While it is tempting to 

conclude results support the findings of the Fama and French (1992), suggesting the B/M factor 

is capturing fundamental risks related to distress, the common variation in distress risk and value 

risk in our sample has little relation to returns. In other words, while distress risk and value risk 

seem to be related, distress risk is unlikely to account for the B/M effect (Dichev, 1998). 

What is more, we find that the negative relationship between distress risk and returns is prevalent 

to a larger extent among value stocks. In other words, investors seem to reward quality (i.e. lower 

levels of distress) particularly within the category of value stocks as opposed to growth stocks. 

Similarly, we also observe that firms with low B/M underperform firms with high B/M to a large 

extent in the quintiles with high levels of distress. One potential explanation to this phenomenon 

in line with the findings of Dichev (1998) is offered by Griffin and Lemmon (2002), who claim 

that the risk inherent in growth stocks with high levels of distress is largely diversifiable, and 

hence not awarded with higher excess returns as the traditional risk-return paradigm would 

suggest. 

Interestingly, portfolio results provide further evidence on the profitability premium observed by 

Fama and French (2015). As would be expected, we find that portfolios with high distress risk 

tend to have lower profitability and vice versa. In other words, average ROE increases as average 

pfail decreases, suggesting that safer firms with higher profitability earn a higher return and vice 

versa. Particularly interesting perhaps is the observation that firms in the quintile with the highest 

level of distress earn, on average, a negative return on equity. Looking at the two-sort portfolio’s, 

the counter-intuitive behavior of firms with high probability of failure is once more pronounced 

in the category of stocks with the highest risk (i.e. firms with low ROE). In other words, 

investors seem to reward quality (i.e. lower levels of distress) particularly within the category of 

firms with low profitability rather than firms with high profitability. This pattern is intuitively 

satisfying and lends to one of the explanations offered by Asness, Frazzini and Pedersen (2014) 

that suggests they point to a ‘flight to quality’ where investors put increasing emphasis on 
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rewarding stocks that are safe with higher prices. Such an emphasis may be particularly relevant 

among the segment of stocks which is relatively more risky.  

6.3 Cross Sectional Regression Analysis 

The reasoning behind performing a cross sectional regression is to establish whether distress risk 

can explain the variation in stock returns while taking other documented risk proxies into 

account. Emphasis is placed on examining the explanatory power of pfail over and above 

additional factors used. We perform univariate, bivariate and multivariate regressions to test 

whether any explanatory power observed on pfail is not subsumed by other factors. A cross 

sectional regression will also give an indication as to whether any observed risk premiums are 

likely to persist over time.  

Cross sectional regression results presented in Tables 6, 7 and 8 suggest there is no significant 

relationship between the level of distress risk of a firm and excess return. The univariate cross 

sectional regressions find that only the size factor (-0.02448, t-stat = -2.0210) and the value factor 

(0.04490, t-stat = 2.4534) significantly explain variations in stock returns with 90% and 95% 

confidence respectively. The performance of the size factor and the value factor is less surprising 

and support the findings of Fama and French (1992, 1995, and 1996). Bivariate cross sectional 

regressions produce similar results. Finally, multivariate regressions find that the size factor 

becomes obsolete when introducing the profitability factor into the regression model. The value 

factor consistently loads positively to excess returns (0.0392, t-stat = 2.2311) while the 

profitability factor seems to capture similar risks to that of the size factor, also loading positively 

to excess returns (0.0356, t-stat = 2.2103) in a six-factor regression within a 95 percent 

confidence interval. The distress factor does not generate any patterns in any of the cross 

sectional regression models that are significant. However, we do observe a positive co-efficient to 

the distress factor. What is more, significance levels rise as we add more factors to the regression, 

as the distress factor has the highest explanatory power in the six-factor model (0.1624, t-stat = 

1.3318).  
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Table 6: Univariate regression results during 2000 to 2014. The table presents regression results for univariate 

Fama-MacBeth (1973) regressions with 15 yearly cross sections. A coefficient in these regressions represents the 

mean of the yearly cross sectional coefficients. A t-statistic (in parentheses) is calculated as the mean coefficient 

divided by its time-series standard error.  

 
 

 

Table 7: Bivariate regression results during 2000 to 2014. The table presents regression results for bivariate 

Fama-MacBeth (1973) regressions with 15 yearly cross sections. A coefficient in these regressions represents the 

mean of the yearly cross sectional coefficients. A t-statistic (in parentheses) is calculated as the mean coefficient 

divided by its time-series standard error.  

 

Re - Rf = Pfail + Beta + MCAP + B / M + ROE + AG

Pfail 0.08171

(0.5061)

Beta -0.00669

-(0.1895)

MCAP -0.02448

-(2.0210)*

B / M 0.04490

(2.4534)**

ROE 0.01325

(0.9064)

AG -0.01614

-(0.4225)

[ * p < 0.10, ** p < 0.5, *** p < 0.01 ]

Regression Results - Univariate

Re - Rf = Pfail + Beta + MCAP + B / M + ROE + AG

Beta 0.07820 -0.00200

(0.5165) -(0.0578)

MCAP -0.01263 -(0.0256)

-(0.0748) -(2.0203)*

B / M 0.09062 0.04694

(0.5848) (2.5315)**

ROE 0.09616 -0.00416

(0.5167) -(0.1617)

AG 0.10540 -0.01651

(0.6824) -(0.4698)

[ * p < 0.10, ** p < 0.5, *** p < 0.01 ]

Regression Results - Bivariate
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Table 8: Multivariate regression results during 2000 to 2014. The table presents regression results for 

multivariate Fama-MacBeth (1973) regressions with 15 yearly cross sections. A coefficient in these regressions 

represents the mean of the yearly cross sectional coefficients. A t-statistic (in parentheses) is calculated as the mean 

coefficient divided by its time-series standard error.  

 
 

In other words, the results suggest hypothesis 1 should be rejected, as they do not support the 

significant existence of a distress premium. Finally, the results do not find support for the 

negative relationship between distress risk and excess returns that we find in our Pearson’s 

correlation test and portfolio analysis, as well as that which has been documented by several 

studies in the field (Dichev, 1998; Campbell, Hilscher and Szilagyi, 2008; Avramov, Chordia, 

Jostova and Philipov, 2009). 

Analysis 

Results offer further evidence on the explanatory power of distress risk, as well as other risk 

factors and their relationship to stock returns. We note that while distress risk does not generate 

significant factor loadings in the regression analysis, tests do provide positive factor loadings. The 

lack of significance is likely to be caused by insufficient evidence of a relationship within each 

year in the data set, as a cross sectional regression would demand, rather than looking at patterns 

across the whole 15-year period. Alternatively, results could be interpreted as pointing towards 

the existence of a distress premium, but with small magnitude only pertaining to certain years. 

Theory suggests that junk stocks should outperform during times of stock market uplift, while 

the opposite is true for times of market downturn (Skogsvik, 2006). Thus, the lack of strong 

Re - Rf = Pfail + Beta + MCAP + B / M + ROE + AG

Predicted (+) (+) (-) (+) (+) (-)

1 0.0817

(0.5061)

2 0.0782 -0.0020

(0.5165) -(0.0578)

3 -0.0230 0.0255 -0.0270

-(0.1358) (0.5075) -(1.7391)

4 0.0724 -0.0228 -0.0066 0.0413

(0.5862) -(0.8172) -(0.7675) (2.3485)**

5 0.1438 -0.0211 -0.0086 0.0410 0.0364

(1.1565) -(0.7658) -(1.0614) (2.3324)** (2.1494)**

6 0.1624 -0.0224 -0.0083 0.0392 0.0356 -0.0238

(1.3318) -(0.8372) -(1.0240) (2.2311)** (2.2103)** -(1.2505)

[ * p < 0.10, ** p < 0.5, *** p < 0.01 ]

Regression Results - Multivariate
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results in this test may be a result of stock market dynamics during the time period covered by 

the sample (2000 – 2014). 

More interesting perhaps is the interaction of the different risk factors observed in the results, 

particularly the redundancy of the size factor in a multi-factor model that takes profitability into 

account. The relationship between profitability and excess returns is in line with results of 

previous tests, suggesting that firms that are more profitable earn, on average, higher returns than 

firms that are less profitable (Fama and French, 2015). However, the introduction of the 

profitability factor also seems to capture the increased risk in smaller firms. Taking into 

consideration the negative correlation observed between profitability and size (i.e. that smaller 

firms tend to be less profitable and vice versa), one may suggest that the negative factor loadings 

in the size factor are really reflecting poor earnings generation in such firms. The findings 

support evidence relating small size (measured as market capitalization) to poor earnings (Chan, 

Chen and Hsieh, 1985; Chan and Chen, 1991). If we also consider the relationship between 

profitability and distress (i.e. that profitable firms are less likely to fail and vice versa), results may 

be interpreted as the market rewarding a premium for safe, high quality stocks rather than less 

profitable stocks that are more likely to fail. This line of reasoning would be in line with evidence 

presented by Asness, Frazzini and Pedersen (2014) who find that a portfolio going long high-

quality stocks (defined in part as having relatively higher levels of profitability) and short low-

quality stocks earns significant risk-adjusted returns. 

6.4 Event Study 

Rather than categorizing firms according to their relative probability of failing and observing 

patterns of variations in return, the event study aims to evaluate the extent to which a change in 

the probability of failure (i.e. a change in distress risk) is followed by a stock price reaction in a 

direction and magnitude that is in line with what fundamental valuation would lead one to expect. 

Results suggest a decrease in pfail (i.e. improving credit quality) is significantly associated with a 

positive stock price reaction. Likewise, an increase in pfail (i.e. deteriorating credit quality) is 

significantly associated with a negative stock price reaction.  
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Figure 7: Abnormal performance indexes for good and bad news portfolios (quantiles). The figure presents 

event study results for the period 2000 to 2014. Abnormal performance indexes are calculated for the entire sample, 

as well as for good and bad news portfolios. The good news portfolio includes all firms that have experienced a 

decrease in pfail. The bad news portfolio includes all firms that have experienced an increase in pfail. The abnormal 

performance index, which aggregates average monthly abnormal returns, starts in the beginning of February and 

ends at the end of December.  

 

 

Figure 8: Difference between good and bad news portfolios. The figure presents the difference in the abnormal 

performance index between the good and bad news portfolios for the period 2000 to 2014. The good news portfolio 

includes all firms that have experienced a decrease in pfail. The bad news portfolio includes all firms that have 

experienced an increase in pfail. The abnormal performance index, which aggregates average monthly abnormal 

returns, starts in the beginning of February and ends at the end of December.  
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Figure 7 and 8 compare API’s for two groups of firms (2-quantiles) depending on whether they 

have experienced an increase or decrease in pfail, respectively. We observe that firms in the 

sample who experience a decrease in pfail earn, on average 1.95 percent higher abnormal 

monthly returns, than firms with the largest increase in pfail over the period spanning February 

to December month (t-stat = 16.6912). Firms in the sample whose distress risk has decreased 

outperform the total sample by 0.092 percent over the same period (t-stat = 16.6808). Similarly, 

firms in the sample whose distress risk has increased underperform the total sample by -1.03 

percent over the same period (t-stat = -16.5408). Results are significant within a confidence 

interval of 99 percent. In other words, we find strong evidence that the market re-prices stocks 

whose distress risk has changed beyond market expectations, and hence we fail to reject 

hypothesis 2a. What is more, we find the direction of the stock price reaction to consistently be 

positive for good news firms and negative for bad news firms, respectively, and hence we fail to 

reject hypothesis 2b. 

Table 9: Test of significance for good and bad news portfolios during 2000 to 2014 (quantiles). The table 

presents the level of significance of the event study with various lengths of the post-event window included. Good – 

Bad shows the formal test of statistical significance. The Good – Total Sample and Bad – Total Sample shows the 

magnitude of the event’s relative effect on aggregated abnormal returns for good and bad news portfolios 

respectively. T-statistics are calculated as the mean coefficient divided by its time-series standard error. 

 

 

Furthermore, results from the 2-quantile sort suggest most of the observed difference in stock 

returns between the two groups of firms emerges in the event window starting in the month of 

February. During this period, firms receiving good news earn, on average, 1.51 percent higher 

abnormal returns, than firms receiving bad news (t-stat = 9.0849). Results are significant within a 

95 percent confidence interval. The event window signifies the period when relevant accounting 

Start End Mean StD t-stat Mean StD t-stat Mean StD t-stat

-1 +1 0.0151 0.0029 9.0849 0.0073 0.0013 10.0047 -0.0078 0.0016 -8.3552

-1 +2 0.0172 0.0048 7.1836 0.0083 0.0022 7.4977 -0.0089 0.0026 -6.9084

-1 +3 0.0179 0.0044 8.9907 0.0086 0.0020 9.4437 -0.0093 0.0024 -8.5983

-1 +4 0.0180 0.0040 11.0562 0.0086 0.0018 11.5873 -0.0094 0.0022 -10.5713

-1 +5 0.0182 0.0037 13.0709 0.0086 0.0017 13.7444 -0.0096 0.0020 -12.4241

-1 +6 0.0182 0.0034 15.0199 0.0086 0.0015 15.6775 -0.0096 0.0019 -14.3368

-1 +7 0.0186 0.0034 16.2498 0.0088 0.0015 17.0624 -0.0098 0.0019 -15.4537

-1 +8 0.0189 0.0034 17.7971 0.0089 0.0015 18.6076 -0.0100 0.0019 -16.9898

-1 +9 0.0195 0.0039 16.6912 0.0092 0.0018 16.6808 -0.0103 0.0021 -16.5408

Event Study Results - Quantiles

Time Good - Bad Good - Total Sample Bad - Total Sample
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information from the previous calendar year is assumed to be published. Accounting information 

is in turn required, we assume, to determine change in distress risk. Likewise, this observation 

could be interpreted as the market anticipating information contained in financial reports prior to 

them being published, as some firms publish reports later (Ball and Brown, 1968). 

Figure 9 compares API’s for the subset of firms with the largest and lowest changes in distress 

risk, respectively, when the sample is divided into five equally numerous subsets (quintiles).  

Figure 9: Abnormal performance indexes for good and bad news portfolios (quintiles). The left figure 

presents event study results for the period 2000 to 2014. Abnormal performance indexes are calculated for the entire 

sample, as well as for good and bad news portfolios. The good news portfolio represents the quintile portfolio with 

the largest decrease in pfail. The bad news portfolio represents the quintile portfolio with the largest increase in pfail. 

The abnormal performance index, which aggregates average monthly abnormal returns, starts in the beginning of 

February and ends at the end of December. The right figure presents the difference in the abnormal performance 

index between the good and bad news portfolios. 

 

 

We observe that firms in the quintile experiencing the largest decrease in pfail earn, on average 

3.07 percent higher abnormal monthly returns, than firms in the quintile with the largest increase 

in pfail over the period spanning February to December month (t-stat = 14.0210). Firms in the 

subset whose distress risk has decreased outperform the total sample by 1.26 percent over the 

same period (t-stat = 10.1277). Similarly, firms in the subset whose distress risk has increased 

underperform the total sample by -1.81 percent over the same period (t-stat = -12.7693). Results 

are significant within a 99 percent confidence interval.  
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Looking at the stock price reactions of quintiles with moderate changes in pfail (see Appendix 9), 

we note that the API’s of these subsets line up closer to the sample mean, i.e. within the two 

groups sorted on the most extreme changes in pfail. In other words, the magnitude of the stock 

price reaction following a change in distress risk seems to be related to the corresponding 

magnitude of the change in risk. This evidence leads us to suggest hypothesis 2c cannot be 

rejected. 

While we note that the stock price reaction emerges in the event window, quintiles reveal what 

appears to be a delayed price response to changes in distress risk, as suggested by the increasing 

difference between the API of good news and bad news following the release of relevant 

accounting information. Looking at Table 10, note that the mean abnormal return difference 

between good news and bad news firms increases from 2.12 (t-stat = 10.2771) percent over the 

event window, to the 3.07 percent achieved, on average, over a twelve month period.  In other 

words, results point to a post-publication16 drift in stock prices, where riskier junk stocks 

continue to underperform safer quality stocks over a twelve month period, in line with the 

findings of Holthausen and Leftwich (1985). What is more, we find that the drift is significantly 

higher when forming ten equally numerous subsets (deciles) and observing the stock price 

reactions for the subsets with the highest and lowest change in distress risk (see Section 9.6.2, 

robustness test 6). 

As a final remark, we note that the API computed on all firms in the sample drifts downwards 

over the twelve month period. This mean negative abnormal return is less surprising, and is likely 

to be caused by the high number of monthly observations in our sample occurring during years 

of financial crises.  

  

                                                           
16 Post-publication period refers to periods following the publication of relevant financial statements required to determine the level of distress 
risk. Similar studies commonly refer to this as a ‘post-announcement period’. However, as the event investigated in our study does not entail an 
announcement per se, we denote the period as the ‘post-publication period’ (Ball & Brown, 1968) 
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Table 10: Test of significance for good and bad news portfolios (quintiles) during 2000 to 2014. The table 

presents the level of significance of the event study with various lengths of the post-event window included. Good – 

Bad shows the formal test of statistical significance. The Good – Total Sample and Bad – Total Sample shows the 

magnitude of the event’s relative effect on aggregated abnormal returns for good and bad news portfolios 

respectively. T-statistics are calculated as the mean coefficient divided by its time-series standard error. 

 

Analysis 

The statistically significant stock price reactions observed during the event window confirms the 

usefulness of the information content in accounting numbers used to evaluate distress (Ball and 

Brown, 1968). In line with what was expected, results suggest the market revalues firms 

experiencing an improvement in credit quality, all else equal, to a higher value upon the 

publication of relevant financial statements. Likewise, the market seems to revalue firms 

experiencing a deteriorating credit quality, all else equal, to a lower value. In other words, results 

are in line with the intuitive risk-return relationship.  

More surprising however is what appears to be a post-publication drift in stock prices for stocks 

with the highest change in distress risk as observed in the quintile and decile portfolios. Rather 

than observing a distress premium following the stock price correction, we find evidence that 

stock prices of junk firms with higher levels of distress risk continue to drift downward. In other 

words, junk stocks consistently underperform quality stocks beyond the event window. The trend 

supports evidence found by previous research (Holthausen and Leftwich, 1985). What is more, 

we also find the opposite to be true; stock prices of quality firms with lower levels of distress risk 

continue to drift upward following the initial stock price reaction. The evidence surrounding 

firms with improving credit quality is in contrast to the results of previous research who find no 

significant positive stock market reaction to credit rating upgrades (Dichev and Piotroski, 2001). 

Start End Mean StD t-stat Mean StD t-stat Mean StD t-stat

-1 +1 0.0212 0.0036 10.2771 0.0081 0.0022 6.4766 -0.0131 0.0015 -15.1625

-1 +2 0.0233 0.0051 9.1480 0.0092 0.0028 6.6060 -0.0141 0.0024 -11.9074

-1 +3 0.0245 0.0051 10.6622 0.0091 0.0024 8.4013 -0.0154 0.0035 -9.8110

-1 +4 0.0256 0.0054 11.6973 0.0099 0.0030 8.1235 -0.0157 0.0032 -11.9454

-1 +5 0.0268 0.0057 12.3401 0.0110 0.0039 7.4670 -0.0158 0.0029 -14.1692

-1 +6 0.0276 0.0058 13.3938 0.0118 0.0043 7.7466 -0.0158 0.0027 -16.3699

-1 +7 0.0291 0.0071 12.3388 0.0125 0.0045 8.2873 -0.0166 0.0035 -14.0414

-1 +8 0.0299 0.0071 13.2651 0.0128 0.0043 9.2928 -0.0171 0.0038 -14.4205

-1 +9 0.0307 0.0073 14.0210 0.0126 0.0041 10.1277 -0.0181 0.0047 -12.7693

Time Good - Bad Good - Total Sample Bad - Total Sample

Event Study Results - Quintiles
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We recognize that one potential explanation of our results may be that changes in distress risk are 

correlated to corresponding changes in earnings. In other words, the results we observe could 

very well be post-earnings-announcement surprises, in line with the findings of Bernard and 

Thomas (1989). While this is certainly a possibility, robustness tests including the use of an 

alternative measure of distress as well as an increased number of portfolios producing very 

similar results, we hope, will offer readers some comfort (see Section 9.2). Furthermore, similar 

studies performing tests conditional on earnings surprises find that the post-announcement effect 

surrounding changes in distress risk remains significant (Dichev and Piotroski, 2001). 

The findings of Dichev and Piotroski’s (2001) study on long-run post-announcement returns; 

that the underperformance of firms receiving a credit downgrade persists for a period of three 

years following the downgrade, bears similarities to the findings presented here. With compelling 

evidence, they also suggest firms with deteriorating credit quality experience significant 

deterioration in earnings in future periods. As a result, they argue the post-announcement drift in 

stock returns of firms receiving downgrades may be caused by the market’s failure to anticipate 

deteriorating performance, causing continuous disappointment to future earnings 

announcements. 

Similar to this line of reasoning, the post-publication drift in stock prices may also be the result of 

the markets’ lack of ability to re-price stocks by the appropriate magnitude. In other words, the 

outperformance (underperformance) of quality (junk) stocks could be driven by the market’s 

inability to apply an appropriate premium (discount) to stock prices following the publication of 

relevant information on distress risk. This explanation is in line with the argument that distress 

risk is not a systematic risk.  

We suggest the post-publication drift may partly explain the previously documented distress 

anomaly and is thus in line with previous research (Dichev, 1998; Campbell, Hilscher and 

Szilagyi, 2008). In other words, it is not unlikely that the distress anomaly (i.e. that firms with low 

distress risk realize higher returns, on average, than firms with high distress risk) is crucially 

dependent on the presence of time periods containing credit downgrades. The effect, combined 

with findings that suggest distressed firms experience a substantial deterioration in operating and 

financial performance during times of distress, entertains the idea that investors (perhaps large 

institutional ones in particular) remain net sellers of junk stocks causing substantial price drops, 

and vice versa (Avramov, Chordia, Jostova and Philipov, 2009). 

Finally, we recognize that our results may be caused by informational disclosures and 

announcements other than those intended to be tested, and that an exhaustive list of disclosures 

currently absent would be required to control for this effect.  
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7 Conclusions 

We have used three methods to test whether distress risk can explain variations in stock returns. 

The purpose of the study has been to search for a distress premium, and to establish whether the 

market correctly re-prices stocks whose distress risk has changed in an accurate and timely 

manner. Distress has been defined as the probability of business failure, and operationalized by 

means of an established bankruptcy prediction model using accounting information from the 

financial statements of public firms (Skogsvik, 1990).  

Results support the notion that distress risk is not a systematic risk. In other words, investing in 

stocks of firms with higher levels of distress risk does not justify earning a higher return, on 

average, than investing in stocks of firms with lower levels of distress risk. Hence, this study adds 

to evidence provided by previous research pointing to the absence of a distress premium 

(Dichev, 1998; Campbell, Hilscher and Szilagyi, 2008). 

What is more, the performance of stocks with varying degrees of distress risk in our sample is 

puzzling. We find that quality stocks, defined as those with low distress risk, outperform junk 

stocks with high distress risk. In other words, our results point to a slight risk aversion in the 

market. We also note that this tendency of risk aversion is more pronounced among value stocks 

and firms with low profitability, respectively. That is to say, results suggest investors tend to 

display risk averseness by prioritizing stocks with low distress risk, in particular, amongst groups 

of stocks defined as high risk by means of the B/M ratio and ROE, respectively. 

One potential explanation to the findings is that the asset pricing model used in this study, based 

on previous research, is misspecified (Fama and French, 1992). This view suggests the model fails 

to accurately capture different dimensions of risk, giving rise to the distress anomaly. Perhaps 

more appealing is the explanation offered by Asness, Frazzini and Pedersen (2014), who attribute 

the premium (discount) placed on quality (junk) stocks to the flight to quality that has 

characterized capital flows in the post-crisis era of the early 21st century. Regardless of 

interpretation, the lack of distress premium and the unwarranted underperformance of junk 

stocks pose a challenge to traditional capital asset pricing models based on the risk-return 

paradigm. 

Looking at stock price reactions to changes in distress, we find additional possible explanations 

to the anomalous behavior of quality and junk stocks, respectively.  We present strong evidence 

suggesting a change in distress risk is significantly associated with a stock market reaction. 

Following the publication of annual financial statements, the market seems to punish (reward) 

stocks whose distress risk has increased (decreased) with a negative (positive) stock price 

reaction. The direction of the re-pricing is in line with what the traditional risk-return paradigm 

would suggest. Results support previous research claiming the usefulness of accounting 

information (Ball and Brown, 1968; Skogsvik, 2008).  
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Contrary to what the efficient market hypothesis would lead us to expect however, results point 

to a post-publication drift in stock prices following changes in distress risk, similar to what 

previous research has found (Holthausen and Leftwich, 1985). The effect is particularly visible 

among stocks with the highest degree of change in distress risk. In other words, stocks whose 

distress risk has increased continue to underperform stocks whose distress risk has decreased 

beyond the period when new information is received by the market, perhaps over several years17.  

Dichev and Piotroski (2001) attribute such anomalous stock price behavior to what they find is 

an increased likelihood of deteriorating earnings following an increase in distress risk. The 

markets’ lack of ability to fully anticipate such change in future earnings, they argue, is cause for 

additional stock price decline in subsequent periods. Their argument lines up well with our 

findings and may explain the post-publication drift in stock prices observed. 

Alternatively, the magnitude of the stock price reaction observed following the publication of 

new information, albeit significant, may not have fully reflected the change in distress risk for 

quality and junk stocks respectively. In other words, evidence suggests the market underreacts to 

changes in distress risk, causing quality stocks to continue to outperform and junk stocks to 

continue to underperform over time. 

Finally, the observed post-publication drift in stock prices, we suggest, may serve as an 

explanation for the distress anomaly. The lack of sufficient reversals following stock price 

corrections caused by changes in distress risk seems to result in the prolonged underperformance 

of junk stocks. It is hence not unlikely that the absence of a distress premium observed in our 

results is crucially dependent on periods of credit downgrades. In other words, stock returns 

during periods of deteriorating or improving credit quality may account for the anomalous 

outperformance of quality stocks and underperformance of junk stocks, respectively, over time 

(Avramov, Chordia, Jostova and Philipov, 2009).  

By way of concluding, we identify areas for further research based on the findings of previous 

research as well as that of this study. Firstly, the notion that the market is risk averse in its 

assessment of distress risk has interesting implications on investor behavior, and offers an 

opportunity to complement studies of distress risk with theories of behavioral finance. Secondly, 

the reliance on accounting-based measures of distress in this study could be considered a 

limitation, and could be complemented by testing market-based measures on a similar sample. 

Lastly, our findings prompt further investigation into the spill-over effects of stock price 

reactions following credit downgrades into the long-term performance of stocks with varying 

degrees of distress risk. 

  

                                                           
17 Note that while the event study conducted as part of this paper does not examine abnormal returns beyond a twelve month period, the 

cross-sectional regressions and the portfolio analysis examine the returns of stocks with varying levels of distress risk over a 15-year period. 
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9 Appendix 

Section 9.1 contains additional exhibits not included in the text, but that may be of interest to the 

detail-oriented reader. Section 9.2 contains results from a total of six robustness tests carried out 

with the hope to strengthen the validity of results presented in Section 6.  
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Appendix 4: Number of firms by stock exchange. The figure presents descriptive statistics that illustrate the 

distribution of firms between the four Nordic exchanges split by listing status. The total number of firms is 926, 

which constitutes the final sample. 

 

Appendix 5: Number of observations by year and stock exchange. The figure presents descriptive statistics that 

illustrate the distribution of observations during the years 2000 – 2014 split by exchange. The total number of 

observations is 7,007, which constitutes the final sample. 

 

 

Appendix 6: Number of observations by industry. The figure presents descriptive statistics that illustrate the 

distribution of observations across different industries split by listing status. The total amount of observations is 

7,007, which constitutes the final sample. 
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Appendix 7: Yearly mean values for test variables. The table presents descriptive statistics for the independent 

variables. Mean values are calculated for each independent variable and year. The total amount of observations is 

7,007, which constitutes the final sample.  

 

 

Appendix 8: Abnormal performance indexes for good and bad news portfolios (quantiles). The table presents 

event study results for the period 2000 to 2014. Abnormal performance indexes are calculated for the entire sample, 

as well as for good and bad news portfolios. The good news portfolio includes all firms that have experienced a 

decrease in pfail. The bad news portfolio includes all firms that have experienced an increase in pfail. The abnormal 

performance index, which aggregates average monthly abnormal returns, starts in the beginning of February and 

ends at the end of December.  

 

Month 
Good  
News 

Bad  
News 

Good - Bad 
Total 

Sample 

Good - 
Total 

Sample 

Bad - 
Total 

Sample 

1 1.0000 1.0000 0.0000 1.0000 0.0000 0.0000 

2 1.0103 0.9979 0.0124 1.0042 0.0061 -0.0063 

3 1.0158 1.0011 0.0147 1.0086 0.0072 -0.0075 

4 1.0102 0.9921 0.0181 1.0016 0.0086 -0.0095 

5 1.0115 0.9881 0.0234 1.0004 0.0112 -0.0122 

6 1.0015 0.9807 0.0208 0.9917 0.0098 -0.0110 

7 0.9996 0.9809 0.0187 0.9909 0.0087 -0.0100 

8 1.0001 0.9805 0.0196 0.9911 0.0090 -0.0106 

9 1.0005 0.9827 0.0177 0.9923 0.0082 -0.0096 

10 0.9933 0.9714 0.0219 0.9831 0.0102 -0.0117 

11 0.9913 0.9699 0.0214 0.9812 0.0101 -0.0113 

12 0.9945 0.9682 0.0263 0.9818 0.0127 -0.0136 

 

  

Year 2000 2001 2002 2003 2004 2005 2006 2007 2008 2009 2010 2011 2012 2013 2014

# observations 251 291 358 356 389 401 423 492 547 568 593 603 592 567 576

Beta 0.513 0.511 0.809 0.683 0.640 0.434 0.533 0.622 0.732 0.603 0.506 0.639 0.653 0.499 0.453

MCAP 1177 902 775 749 1052 1162 1292 1391 1251 721 1056 1150 1092 1187 1256

B / M 0.617 0.757 0.852 1.013 0.684 0.551 0.432 0.400 0.514 1.216 0.817 0.737 0.998 0.918 0.733

ROE 0.111 0.066 -0.013 -0.019 -0.009 0.088 0.126 0.110 0.097 0.043 -0.015 -0.018 0.013 -0.004 -0.022

Ag 0.212 0.276 0.068 -0.004 0.016 0.128 0.233 0.272 0.305 0.135 0.009 0.111 0.085 0.056 0.081

Pfail 0.016 0.018 0.023 0.033 0.018 0.012 0.010 0.016 0.017 0.028 0.027 0.032 0.026 0.037 0.031

ZScore 2.40 2.60 2.27 2.18 2.06 2.37 2.61 2.75 2.99 2.45 1.65 1.91 2.31 2.05 2.14



74 

 

Appendix 9: Abnormal performance indexes for good and bad news portfolios (quintiles). The table presents 

event study results for the period 2000 to 2014. Abnormal performance indexes are calculated for the entire sample, 

as well as for good and bad news portfolios. The good news portfolio represents the quintile portfolio with the 

largest decrease in pfail. The bad news portfolio represents the quintile portfolio with the largest increase in pfail. 

The abnormal performance index, which aggregates average monthly abnormal returns, starts in the beginning of 

February and ends at the end of December. 

 

 

9.2 Robustness Tests 

9.2.1 Robustness Test 1: Portfolio Analysis with alternative measure of distress 

Appendix 10: Z-Score’s relation to excess return, B/M ratio and ROE during 2000 to 2014. The figure 

presents portfolio results that illustrate how excess return, B/M and ROE is affected as Z-Score increases. Firms are 

assigned yearly into quintile portfolios based on the magnitude of their Z-Score. High represents the quintile 

portfolio including firms with the highest distress risk (i.e. lowest Z-Score). Low represents the quintile portfolio 

including firms with the lowest distress risk (i.e. highest Z-Score).  

 

 

Month
Good 

News
2 3 4

Bad 

News
Good - Bad

Total

Sample

Good - Total 

Sample

Bad - Total 

Sample

1 1.0000 1.0000 1.0000 1.0000 1.0000 0.0000 1.0000 0.0000 0.0000

2 1.0106 1.0108 1.0056 1.0016 0.9927 0.0179 1.0042 0.0064 -0.0115

3 1.0191 1.0123 1.0139 1.0034 0.9941 0.0250 1.0086 0.0105 -0.0144

4 1.0091 1.0109 1.0067 0.9932 0.9882 0.0209 1.0016 0.0074 -0.0134

5 1.0128 1.0148 0.9997 0.9914 0.9832 0.0296 1.0004 0.0124 -0.0172

6 1.0004 1.0081 0.9941 0.9850 0.9712 0.0292 0.9917 0.0087 -0.0205

7 1.0051 1.0050 0.9850 0.9864 0.9738 0.0313 0.9909 0.0142 -0.0171

8 1.0084 1.0018 0.9831 0.9881 0.9748 0.0335 0.9911 0.0173 -0.0163

9 1.0100 1.0009 0.9874 0.9873 0.9764 0.0336 0.9923 0.0177 -0.0158

10 1.0011 0.9954 0.9835 0.9765 0.9599 0.0411 0.9831 0.0180 -0.0232

11 0.9962 0.9934 0.9856 0.9724 0.9592 0.0370 0.9812 0.0150 -0.0220

12 0.9932 0.9999 0.9905 0.9723 0.9545 0.0387 0.9818 0.0114 -0.0273
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Appendix 11: Relation between Z-Score and other test variables during 2000-2014. The table presents portfolio 

results, where firms are assigned yearly into quintile portfolios based on the magnitude of their Z-Score. High 

represents the quintile portfolio including firms with the highest distress risk (i.e. lowest Z-Score). Low represents 

the quintile portfolio including firms with the lowest distress risk (i.e. highest Z-Score).  

Portfolio High 4 3 2 Low High - Low 
Sample  
Mean 

Z-Score -0.394 1.409 2.089 2.833 5.645 -6.038 2.294 

E. Return -0.025 0.026 0.067 0.083 0.037 -0.062 0.036 

Beta 0.637 0.598 0.592 0.549 0.568 0.068 0.589 

MCAP 460 1472 1445 1099 922 -463 1094 

B / M 0.945 0.960 0.784 0.624 0.433 0.512 0.762 

ROE -0.313 0.021 0.101 0.163 0.211 -0.524 0.032 

AG 0.087 0.091 0.109 0.138 0.236 -0.149 0.127 

Pfail 0.075 0.020 0.010 0.005 0.005 0.071 0.024 

 

 

9.2.2 Robustness Test 2: Portfolio Analysis with increased number of portfolios 

Appendix 12: Pfail’s relation to excess return, B/M ratio and ROE during 2000 to 2014. The figure presents 

portfolio results that illustrate how excess return, B/M and ROE is affected as pfail decreases. Firms are assigned 

yearly into decile portfolios based on the magnitude of their probability of failure. High represents the decile 

portfolio including firms with the highest pfail. Low represents the decile portfolio including firms with the lowest 

pfail.  
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Appendix 13: Relation between Pfail and other test variables during 2000-2014. The table presents portfolio 

results, where firms are assigned yearly into decile portfolios based on the magnitude of their probability of failure. 

High represents the decile portfolio including firms with the highest pfail. Low represents the quintile portfolio 

including firms with the lowest pfail.  

 

 

9.2.3 Robustness Test 3: Cross Sectional Regression with alternative measure of distress 

Appendix 14: Multivariate regression results during 2000 to 2014. The table presents regression results for 

multivariate Fama-MacBeth (1973) regressions with 15 yearly cross sections. A coefficient in these regressions 

represents the mean of the yearly cross sectional coefficients. A t-statistic (in parentheses) is calculated as the mean 

coefficient divided by its time-series standard error. For more detailed explanations of the test variables, view Table 

1. 

 

 

Portfolio High 9 8 7 6 5 4 3 2 Low
High - 

Low

Sample 

Mean

Pfail 0.2016 0.0188 0.0064 0.0025 0.0010 0.0004 0.0001 1.98E-05 2.32E-06 8.55E-08 0.2016 0.0239

E. Return 0.000 0.030 0.043 0.026 0.041 0.034 0.046 0.050 0.052 0.053 -0.053 0.036

Beta 0.575 0.557 0.618 0.581 0.637 0.609 0.531 0.595 0.587 0.600 -0.025 0.589

MCAP 280 988 1431 1323 1855 1335 1217 738 667 970 -691 1094

B / M 0.868 0.936 0.826 0.783 0.750 0.763 0.747 0.650 0.650 0.517 0.351 0.762

ROE -0.401 -0.019 0.014 0.059 0.059 0.100 0.091 0.109 0.148 0.206 -0.607 0.032

AG 0.137 0.134 0.123 0.114 0.134 0.117 0.130 0.133 0.132 0.169 -0.033 0.127

Z-Score 0.596 1.620 1.783 2.042 2.210 2.397 2.511 2.772 3.098 4.119 -3.523 2.294

Re - Rf = Zscore + Beta + MCAP + B / M + ROE + AG

Predicted (-) (+) (-) (+) (+) (-)

1 -0.0045

-(0.8647)

2 -0.0043 -0.0087

-(0.8585) -(0.2503)

3 -0.0005 0.0151 -0.0251

-(0.1551) (0.3230) -(1.8422)*

4 0.0012 -0.0284 -0.0078 0.0380

(0.3623) -(0.9936) -(0.8102) (2.1939)**

5 -0.0004 -0.0260 -0.0105 0.0384 0.0394

-(0.1138) -(0.9156) -(1.1453) (2.2071)** (2.3529)**

6 0.0000 -0.0272 -0.0104 0.0367 0.0374 -0.0269

(0.0115) -(0.9918) -(1.1418) (2.1024)* (2.3932)** -(1.3660)

[ * p < 0.10, ** p < 0.5, *** p < 0.01 ]

Regression Results - Multivariate
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9.2.4 Robustness Test 4: Event Study including the January effect 

Appendix 15: Abnormal performance indexes for good and bad news portfolios (quintiles). The left figure 

presents event study results for the period 2000 to 2014. Abnormal performance indexes are calculated for the entire 

sample, as well as for good and bad news portfolios. The good news portfolio represents the quintile portfolio with 

the largest decrease in pfail. The bad news portfolio represents the quintile portfolio with the largest increase in pfail. 

The abnormal performance index, which aggregates average monthly abnormal returns, starts in the beginning of 

January and ends at the end of December. The right figure presents the difference in the abnormal performance 

index between the good and bad news portfolios. 

 

Appendix 16: Test of significance for good and bad news portfolios (quintiles) during 2000 to 2014 

The table presents the level of significance of the event study with various lengths of the post-event window 

included. Good – Bad shows the formal test of statistical significance. The Good – Total Sample and Bad – Total 

Sample shows the magnitude of the event’s relative effect on aggregated abnormal returns for good and bad news 

portfolios respectively. T-statistics are calculated as the mean coefficient divided by its time-series standard error. 

 

Start End Mean StD t-stat Mean StD t-stat Mean StD t-stat

-1 +1 0.0204 0.0135 2.6227 0.0082 0.0078 1.8065 -0.0017 0.0062 -0.4791

-1 +2 0.0221 0.0115 3.8386 0.0111 0.0087 2.5529 -0.0042 0.0071 -1.1843

-1 +3 0.0250 0.0118 4.7137 0.0122 0.0079 3.4431 -0.0055 0.0067 -1.8085

-1 +4 0.0268 0.0115 5.7084 0.0138 0.0081 4.1729 -0.0070 0.0071 -2.4113

-1 +5 0.0284 0.0113 6.6320 0.0144 0.0076 5.0376 -0.0085 0.0077 -2.9397

-1 +6 0.0299 0.0113 7.4713 0.0156 0.0077 5.6964 -0.0093 0.0074 -3.5387

-1 +7 0.0311 0.0112 8.3534 0.0168 0.0082 6.1900 -0.0098 0.0071 -4.1318

-1 +8 0.0328 0.0119 8.7504 0.0179 0.0084 6.7479 -0.0101 0.0068 -4.7194

-1 +9 0.0338 0.0118 9.5511 0.0188 0.0085 7.3485 -0.0111 0.0072 -5.1097

Time Good - Bad Good - Total Sample Bad - Total Sample

Event Study Results - Including January
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Appendix 17: Abnormal performance indexes for good and bad news portfolios (quintile) 

The table presents event study results for the period 2000 to 2014. Abnormal performance indexes are calculated for 

the entire sample, as well as for good and bad news portfolios. The good news portfolio represents the quantile 

portfolio with the largest decrease in pfail. The bad news portfolio represents the quantile portfolio with the largest 

increase in pfail. The abnormal performance index, which aggregates average monthly abnormal returns, starts in the 

beginning of January and ends at the end of December.  

 

9.2.5 Robustness Test 5: Event Study with alternative measure of distress 

Appendix 18: Abnormal performance indexes for good and bad news portfolios (quintiles). The left figure 

presents event study results for the period 2000 to 2014. Abnormal performance indexes are calculated for the entire 

sample, as well as for good and bad news portfolios. The good news portfolio represents the quantile portfolio with 

the largest increase in Z-Score. The bad news portfolio represents the quantile portfolio with the largest decrease in 

Z-Score. The abnormal performance index, which aggregates average monthly abnormal returns, starts in the 

beginning of February and ends at the end of December. The right figure presents the difference in the abnormal 

performance index between the good and bad news portfolios. 

 

Month
Good 

News
2 3 4 Bad News Good - Bad

Total 

Sample

Good - Total 

Sample

Bad - Total 

Sample

0 1.0000 1.0000 1.0000 1.0000 1.0000 0.0000 1.0000 0.0000 0.0000

1 1.0484 1.0394 1.0355 1.0315 1.0429 0.0055 1.0395 0.0089 0.0034

2 1.0595 1.0507 1.0414 1.0332 1.0354 0.0241 1.0439 0.0156 -0.0085

3 1.0684 1.0522 1.0500 1.0350 1.0368 0.0316 1.0484 0.0200 -0.0116

4 1.0579 1.0507 1.0425 1.0245 1.0306 0.0273 1.0412 0.0167 -0.0106

5 1.0618 1.0548 1.0352 1.0226 1.0254 0.0364 1.0399 0.0219 -0.0145

6 1.0488 1.0478 1.0294 1.0160 1.0129 0.0359 1.0309 0.0179 -0.0180

7 1.0537 1.0446 1.0200 1.0175 1.0156 0.0381 1.0300 0.0237 -0.0145

8 1.0572 1.0413 1.0180 1.0192 1.0167 0.0405 1.0303 0.0269 -0.0136

9 1.0589 1.0403 1.0225 1.0184 1.0184 0.0405 1.0315 0.0274 -0.0131

10 1.0495 1.0346 1.0184 1.0072 1.0011 0.0484 1.0220 0.0276 -0.0208

11 1.0444 1.0325 1.0206 1.0030 1.0004 0.0441 1.0200 0.0244 -0.0196

12 1.0413 1.0393 1.0257 1.0029 0.9955 0.0458 1.0206 0.0207 -0.0251
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Appendix 19: Test of significance for good and bad news portfolios (quintiles) during 2000 to 2014. The table 

presents the level of significance of the event study with various lengths of the post-event window included. Good – 

Bad (here based on Z-Score) shows the formal test of statistical significance. The Good – Total Sample and Bad – 

Total Sample shows the magnitude of the event’s relative effect on aggregated abnormal returns for good and bad 

news portfolios respectively. T-statistics are calculated as the mean coefficient divided by its time-series standard 

error. 

 

 

Appendix 20: Abnormal performance indexes for good and bad news portfolios (quintiles). The table 

presents event study results for the period 2000 to 2014. Abnormal performance indexes are calculated for the entire 

sample, as well as for good and bad news portfolios. The good news portfolio represents the quantile portfolio with 

the largest increase in Z-Score. The bad news portfolio represents the quantile portfolio with the largest decrease in 

Z-Score. The abnormal performance index, which aggregates average monthly abnormal returns, starts in the 

beginning of February and ends at the end of December. 

 

Start End Mean StD t-stat Mean StD t-stat Mean StD t-stat

-1 +1 0.0230 0.0043 9.1948 0.0049 0.0069 1.2247 -0.0053 0.0075 -1.2247

-1 +2 0.0242 0.0042 11.4763 0.0068 0.0059 2.3016 -0.0069 0.0059 -2.3068

-1 +3 0.0254 0.0045 12.5100 0.0072 0.0049 3.2821 -0.0101 0.0081 -2.7929

-1 +4 0.0262 0.0045 14.2551 0.0072 0.0042 4.1560 -0.0121 0.0084 -3.5539

-1 +5 0.0265 0.0042 16.7109 0.0075 0.0039 5.1318 -0.0137 0.0084 -4.3232

-1 +6 0.0264 0.0039 19.2604 0.0078 0.0036 6.0865 -0.0146 0.0080 -5.1450

-1 +7 0.0265 0.0036 21.8509 0.0079 0.0034 7.0158 -0.0153 0.0077 -5.9695

-1 +8 0.0261 0.0036 23.0143 0.0081 0.0033 7.9193 -0.0154 0.0072 -6.7523

-1 +9 0.0265 0.0036 24.2895 0.0082 0.0031 8.8323 -0.0156 0.0068 -7.5842

Time API Good - Total Sample Bad - Total Sample

Event Study Results

Month
Good 

News
2 3 4

Bad 

News
Good - Bad

Total 

Sample

Good - Total 

Sample

Bad - Total 

Sample

1 1.0000 1.0000 1.0000 1.0000 1.0000 0.0000 1.0000 0.0000 0.0000

2 1.0140 1.0117 1.0073 0.9955 0.9936 0.0203 1.0042 0.0097 -0.0106

3 1.0193 1.0176 1.0072 1.0012 0.9986 0.0207 1.0086 0.0107 -0.0100

4 1.0099 1.0171 1.0041 0.9966 0.9819 0.0280 1.0016 0.0083 -0.0198

5 1.0076 1.0172 1.0029 0.9956 0.9800 0.0276 1.0004 0.0072 -0.0204

6 1.0006 1.0096 0.9955 0.9841 0.9704 0.0302 0.9917 0.0089 -0.0213

7 1.0008 1.0074 0.9940 0.9833 0.9707 0.0301 0.9909 0.0099 -0.0202

8 0.9994 1.0066 0.9943 0.9856 0.9709 0.0284 0.9911 0.0083 -0.0202

9 1.0026 1.0047 0.9935 0.9854 0.9764 0.0262 0.9923 0.0103 -0.0159

10 0.9915 0.9952 0.9895 0.9750 0.9649 0.0266 0.9831 0.0084 -0.0182

11 0.9888 0.9948 0.9865 0.9709 0.9657 0.0231 0.9812 0.0076 -0.0155

12 0.9868 1.0011 0.9897 0.9752 0.9567 0.0302 0.9818 0.0050 -0.0251
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9.2.6 Robustness Test 6: Event Study with increased number of portfolios 

Appendix 21: Abnormal performance indexes for good and bad news portfolios (deciles). The left figure 

presents event study results for the period 2000 to 2014. Abnormal performance indexes are calculated for the entire 

sample, as well as for good and bad news portfolios. The good news portfolio represents the decile portfolio with 

the largest decrease in pfail. The bad news portfolio represents the decile portfolio with the largest increase in pfail. 

The abnormal performance index, which aggregates average monthly abnormal returns, starts in the beginning of 

February and ends at the end of December. The right figure presents the difference in the abnormal performance 

index between the good and bad news portfolios. 

 

Appendix 22: Test of significance for good and bad news portfolios (deciles) during 2000 to 2014. The table 

presents the level of significance of the event study with various lengths of the post-event window included. Good – 

Bad shows the formal test of statistical significance. The Good – Total Sample and Bad – Total Sample shows the 

magnitude of the event’s relative effect on aggregated abnormal returns for good and bad news portfolios 

respectively. T-statistics are calculated as the mean coefficient divided by its time-series standard error. 

 

Start End Mean StD t-stat Mean StD t-stat Mean StD t-stat

-1 +1 0.0263 0.0053 8.5259 0.0098 0.0025 6.7588 -0.0165 0.0044 -6.5254

-1 +2 0.0288 0.0067 8.6405 0.0109 0.0031 7.1331 -0.0178 0.0045 -7.9116

-1 +3 0.0312 0.0080 8.7701 0.0117 0.0031 8.3919 -0.0196 0.0055 -7.9521

-1 +4 0.0339 0.0097 8.5943 0.0142 0.0069 5.0544 -0.0197 0.0049 -9.7733

-1 +5 0.0357 0.0100 9.4062 0.0166 0.0088 4.9841 -0.0192 0.0047 -10.8173

-1 +6 0.0377 0.0108 9.8541 0.0186 0.0100 5.2575 -0.0190 0.0044 -12.3773

-1 +7 0.0397 0.0118 10.1036 0.0202 0.0105 5.7682 -0.0195 0.0043 -13.6830

-1 +8 0.0407 0.0115 11.1412 0.0208 0.0101 6.5197 -0.0198 0.0042 -14.9777

-1 +9 0.0414 0.0112 12.2474 0.0206 0.0096 7.1127 -0.0208 0.0050 -13.6593

Time Good - Bad Good - Total Sample Bad - Total Sample

Event Study Results - Deciles
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