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1 Introduction

As economies evolve, the role of skills in determining economic success and labor
market outcomes becomes more important. Simpler tasks become automated
and the remaining, more complex tasks, put higher demands on the cognitive
skills of the labor force. This paper, for the first time in the literature, investi-
gates the effect of participation in Sweden’s largest adult education program, the
Adult Education Initiative1 (AEI), on cognitive skills. The new OECD survey
Programme for the International Assessment of Adult Competencies (PIAAC)
allows us to quantify this relationship.

Increased expenditure on education is not inherently a productive investment.
Rather, as underscored by Hanushek and Wößmann [2008], adequate evaluation
of educational programs require two things to be ascertained: i) if and how such
investments translate into skills and ii) investigating how those skills relate to
economic outcomes. The previous literature on adult education, and the AEI in
particular, fails to do so. It usually takes i) as a fact, and focuses on investigat-
ing ii). The reason for this is that, until the introduction of PIAAC, no adequate
way of investigating i) has existed. This may lead to suboptimal recommenda-
tions, as without knowing the channels through which an educational program
operates, we cannot draw as informed conclusions on its merits or shortcom-
ings. If AEI participants do not perform better in PIAAC than their matched
counterparts, perhaps the program composition was wrong to start with. Until
now, no such evaluation has been made of the AEI.

The most common approach to increasing skills2 is through education and there
exists a large body of evidence on the positive effects from education on labor
market outcomes, health and economic growth. In theory, two main channels
can explain the benefits from education in the labor market: signalling and
skills. Formal, quantitative measures of education, such as diplomas and de-
grees that signal the completion of educational programs, are easily examined.
Such qualifications may through signalling be rewarded in the labor market.
Meanwhile, measuring skills has been more complicated. This is problematic

1The Swedish name of the AEI is Kunskapslyftet.
2Skills and cognitive skills are sometimes used interchangeably throughout this paper, if

we refer to a markedly different type of skill, such as non-cognitive skills, this is made explicit.
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because the actual skill level an employee brings to a company ought to be the
main concern, although concealed in a principal-agent relationship character-
ized by asymmetric information.

General training programs are less frequently implemented than specific train-
ing programs. The effectiveness of training programs, and those of more gen-
eral character in particular, is still an open question in the literature. Recently,
economists have argued that educational programs of a more general charac-
ter can be particularly effective during periods of economic downturns, when
unemployment is high and opportunity costs are low.3 As a response to the
economic downturn in the beginning of the 1990s, the Swedish government in-
troduced a program of such character, the AEI, a 42 billion SEK policy initiative.
The program primarily targeted low-skilled unemployed adults, and was aimed
at raising these individuals to the medium-skilled level, focusing on enhancing
general skills such as Swedish, English, mathematics and computer science.4

This paper evaluates the effect on cognitive skills from participation in the AEI.
Specifically, our research question is formulated as follows: Do AEI participants
exhibit higher skill-levels than non-participants in the long run? In order to
answer our question we study individuals that participated in both the AEI
and PIAAC. The time lag between the AEI, which ran from 1997 to 2002, and
PIAAC, conducted in 2011 and 2012, allows us to capture long-term effects that
adult education hopes to cultivate. We use both propensity score matching and
ordinary least squares to estimate the effect.

Our data combination allows us to go beyond the previous evaluation method,
which focuses on wage and employment effects. Such approaches are a good
starting point, but inherently incomplete. Particularly so in the Swedish set-
ting, where both wage dispersion and the returns to education are low. Previous
studies have been required to take the channel running from educational invest-
ment to skills for granted. This is a strong assumption, that we now have the
possibility to clarify. Consequently, the results of this paper provide additional
information for future policy recommendations. Sweden face challenges with

3See Heckman and Urzua [2008] and Pissarides [2011].
4For skill-level definitions, see section 2.1.

2



respect to the integration of low-skilled immigrants. New initiatives, similar
to the AEI, aimed at decreasing skill inequalities, are proposed in the policy
discussion. A smaller scale, updated version of the AEI, is set to be introduced
in the near-term. This paper has implications for whether and how this and
other programs of its ilk could be beneficial. On a more general level, we con-
tribute to the literature on skills versus wages. Specifically, how skills are an
essential but neglected part of policy evaluations, complementing income and
employment analyses, and growing in importance as the labor market evolves
through technological progress.

We find that AEI participants did not perform better in PIAAC relative to the
matched group. This pins down an important channel that may explain the
absence of effects on employment and wages from the program. Interestingly,
the lower overall PIAAC scores are driven by significantly lower results for the
male AEI participants. Meanwhile, there are no significant differences between
participating and non-participating females. These results are in line with the
previous literature on the AEI, which, as we will demonstrate in section 3.3,
generally does not find significantly improved overall labor market outcomes.
However, recent papers with a longer follow-up period, find evidence of better
outcomes for female AEI participants. Such results can now be put into the con-
text of our findings regarding the skill discrepancy between men and women. We
also find differences in relative performance based on educational qualifications
before entering the program. Those with relatively higher qualifications fared
as well as their matched comparison group, whereas those with low educational
qualifications did not do as well as their matched comparison group. As this
was one of the main target groups of the AEI, it is an important insight in the
evaluation of the AEI.

3



2 Background

2.1 The Adult Education Initiative

In the beginning of the 1990s, Sweden experienced its deepest economic recession
in the post-war period. Real GDP per capita decreased by 6.4 % between 1990
and 1993. During the same period, unemployment increased from 1.7 % to 8.2 %,
the highest recorded rate since the Great Depression in the 1930s. Amongst the
government’s policies to fight unemployment was the AEI, a fully funded five-
year program of investment and development in adult education. The AEI ran
between July 1997 and December 2002 and is by far the largest adult education
program undertaken in Sweden. Politically, the main objectives of the program
were:

• A renewal of both labor market policy and education policy

• Reduced wage inequality

• Increased economic growth

The implementation of the AEI was delegated to the municipal authorities which
applied for funding based on the estimated number of participants, the relative
share of unemployment and the historic size of their adult secondary educa-
tion system (Komvux), where the vast majority of all AEI courses were carried
out. More than 100 000 seats were made available annually, and it was followed
in 2002 by a permanent expansion of the overall number of seats available at
Komvux. Thus, as noted by Albrecht et al. [2005], the AEI may be viewed as a
major quantitative upscaling of the adult education system.

The focus of the AEI was to enhance general skills, such as Swedish, English,
mathematics and computer science. Courses typically lasted for one semester,
running from August to December in the fall and from January to June in the
spring. Of the total participants during 1997-2002, a slight majority were above
30 years of age, about two thirds were female and a fifth were born outside of
Sweden. Furthermore, two thirds were low-skilled and more than a quarter of
the participants were medium-skilled. Both politically and in previous research
on the AEI, low-skilled is defined as having an educational attainment below the
level of a three-year upper secondary school degree. Medium-skilled is defined
as having attained this level, but not any levels beyond that. Throughout the

4



AEI, the courses most frequently studied were, in falling order, computer sci-
ence, mathematics, Swedish, English and business economics. Table 1 presents
a detailed overview of the program.

The AEI primarily targeted low-skilled unemployed adults and secondarily low-
skilled employed adults.5 The latter were often working part-time or full-time
alongside the program. Others were accepted into the program subject to avail-
ability. The program aimed at raising low-skilled workers to the medium-skilled
level, thereby strengthening their position on the labor market. With the pre-
viously mentioned definition, the number of low-skilled workers in the total
population aged 25-54 fell from around 2 million to 1.6 million between 1998
and 2002. However, defining skills in terms of the low- and medium-skilled def-
initions above, which are merely quantitative measures of years of schooling, is
insufficient. This paper explores a more precise measurement instrument, PI-
AAC, in order to investigate whether the AEI increased long-term skill levels.

A special grant for education and training (UBS6), roughly corresponding to
existing unemployment benefits, was tied to the AEI. Importantly, and similar
to the existing body of research on the AEI (see e.g. Axelsson and Westerlund
[2005], Stenberg [2005], Stenberg and Westerlund [2015]), this paper uses the
UBS to identify AEI participants. Section 4 provides a further discussion on
the UBS and also shows key data on UBS recipients. Other sources of financing
participation in the program included partial financing (SVUX), regular student
funding and other sources, including students who were entirely self-financed.
With SVUX, students borrowed an amount corresponding to 35 % of the unem-
ployment benefits, and were granted the remaining 65 %. With regular funding,
students received 30 % and borrowed 70 % of the total amount.

5See section 9.2 in the appendix for official guidelines regarding target groups.
6Särskilt utbildningsbidrag.
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Table 1: The Adult Education Initiative
Variable F977 S98 F98 S99 F99 S00 F00 S01 F01 S02 F02 Average

No. of full-time seats 8 113475 142529 144630 156815 129693 141730 124430 132300 116599 123164 96539 129264
Avg no. courses per student 4.5 4.9 4.2 4.3 4.0 3.9 3.9 4.1 3.7 3.8 3.4 4.1

Characteristics (%)
Male 32.8 33.4 32.0 32.5 31.9 33.3 32.0 33.0 32.4 33.8 32.0 32.6
Female 67.2 66.6 68.0 67.5 68.1 66.7 68.0 67.0 67.6 66.2 68.0 67.4
< 30 years old 51.0 45.0 44.0 40.0 42.0 40.0 42.0 41.3 42.5 39.4 44.3 42.9
Foreign born 18.0 18.0 18.5 19.7 20.3 19.0 19.5 19.0 20.9 23.0 23.1 19.9
PES9 eligible 52.0 52.0 48.0 46.0 43.0 42.0 40.0 46.1

Education (%)
≤ 2 years secondary school 63.0 65.0 70.0 68.0 69.0 64.0 67.0 58.0 60.4 52.0 60.0 63.3
> 2 years secondary school 26.6 24.9 21.2 24.0 23.0 26.0 23.0 31.0 28.0 33.0 28.0 26.2
< 3 years post secondary school 7.3 7.1 6.3 6.0 6.0 7.0 7.0 7.0 6.0 7.0 7.0 6.7
> 3 years post secondary school 2.7 2.5 2.4 2.0 3.0 3.0 3.0 3.0 4.0 4.0 4.0 4.0

Course details (%)10
Administration 4.4 4.5 4.4 4.3 3.7 3.8 3.7 3.7 2.8 3.0 2.5 3.7
Computer science 14.7 17.1 16.4 14.9 12.1 11.8 11.4 13.2 10.2 9.9 13.9 13.2
English 8.8 8.2 7.4 6.9 6.6 6.0 5.7 6.6 5.6 5.4 5.5 6.6
Business economics 5.8 5.3 5.6 5.3 5.8 5.4 5.8 5.5 6.1 5.1 4.4 5.5
Physics 2.0 1.6 1.5 1.3 1.5 1.2 1.2 1.3 1.1 0.9 1.1 1.3
History 2.0 2.1 2.0 2.1 1.9 1.9 1.6 1.9 1.6 1.8 1.8 1.9
Chemistry 1.6 1.9 1.2 1.4 1.2 1.3 1.0 1.2 1.0 0.8 0.9 1.2
Mathematics 12.1 11.7 10.2 9.9 9.5 9.3 8.3 9.6 8.1 8.2 8.6 9.6
Human science 2.4 2.7 3.2 3.6 4.4 4.8 5.1 2.9 2.5 0.6 0.1 2.9
Nature studies 3.3 3.0 2.7 2.5 2.5 2.2 2.1 2.6 3.5 1.8 1.9 2.6
Health care 1.9 1.8 2.3 2.4 3.1 3.1 3.5 3.9 4.2 7.4 9.5 3.9
Psychology 1.8 1.9 1.9 2.1 2.2 2.2 2.2 2.2 2.5 2.7 2.8 2.2
Religious studies 1.8 1.9 1.5 1.7 1.4 1.5 1.2 1.5 1.2 1.5 1.3 1.5
Social science 5.2 5.0 4.2 4.1 3.6 3.5 3.0 3.8 2.9 3.1 3.0 3.8
Social welfare studies 2.0 2.2 2.6 2.9 3.5 3.7 3.9 3.6 4.7 5.2 5.7 3.6
Swedish 10.0 8.7 7.9 7.5 7.4 6.6 6.4 7.0 5.3 5.0 4.9 7.0
German 1.5 1.2 1.0 0.9 0.8 0.7 0.6 0.8 0.5 0.5 0.5 0.8
Other languages 1.7 1.4 0.9 1.3 1.5 1.4 1.5 1.7 2.3 2.5 2.7 1.7
Orientational courses 1.9 1.8 2.2 2.7 3.8 3.8 4.4 4.0 6.2 6.3 7.1 4.0
Folk high school courses 0.2 0.1 0.2 0.2 0.2 0.2 0.1 0.2 0.1 0.1 0.2 0.2
Other courses 15.0 16.1 20.6 22.0 23.7 25.5 27.0 22.8 27.8 28.2 21.8 22.8

Total 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0

Source: This data is based on eleven separate municipality reports. The data collection was done by Statistics Sweden on behalf of Skolverket, that was assigned by the government to
conduct six-month follow-ups of the development. The authors have compiled, distilled and organized these reports in order to create the table above.

7F stands for fall, S stands for spring, the numbers refer to the year.
8The scope of municipal activity in the program is measured in activity points. In adult upper secondary school education this is measured based

on the upper secondary school points that they are worth. For orientation courses and folk high school courses 21 activity points per week are counted
for full-time students. In the case of part-time studies the activity points are adjusted in the corresponding way. The number of full-time seats are
calculated by dividing the activity points with 378, which is the number of activity points that correspond to six months of full-time studies.

9Public Employment Service - Arbetsförmedlingen.
10The data on courses taken is for the full sample of adult education students, and not specific for AEI participants. However, if different, AEI

participants are more likely to have taken a further share of courses in mathematics, Swedish and computer science.



2.2 Education in Sweden

Swedish children attend school during nine years between the ages of seven and
sixteen. Compulsory school qualifies the students for upper secondary school,
which until 1994 was either a two- or a three-year program. In the two-year pro-
grams, students could choose between fifteen, mainly vocational, educations,
many with strongly skewed gender distributions among participants, such as
construction, electronics and nursing. The three-year programs offered theoret-
ical studies in fields such as social science, human science, natural science or
technical studies, with the intention of preparing and qualifying the students
for higher education. Following the reform in 1994, all programs were required
to be three years long and provide the students with the necessary qualifications
for higher education. For all intents and purposes of this paper the pre-1994
system is the relevant one.11

In this context, it is important to highlight that compared to continental Europe,
the difference between the educational content in the theoretical and vocational
programs in upper secondary school is, and has been, relatively small in Swe-
den. Thus, some individuals enroll in adult education intending to change the
direction of their studies, for example in order to become eligible for a spe-
cific university program or degree. Other participants include dropouts from
compulsory or upper secondary school. Moreover, adult education targets both
those already in the labor force, who seek to take courses for additional training
in their profession, and those aiming to change their occupation.

Swedish municipalities have since 1969 been obliged by law to provide educa-
tion for adults wishing to re-enroll at lower or upper secondary level. Anyone
aged 20 or above is eligible, although individuals holding the shortest education
usually have priority for all courses. Adult secondary education is part of the
Swedish public sector school system and offers courses at three different levels:
basic adult education, upper secondary schooling and post secondary school-
ing. Basic adult education aims at providing a qualification equivalent to the
nine-year compulsory school, focusing on the core subjects (Swedish, English,

11Anyone graduating from the reformed system, earliest in 1997 and turning 20 years old,
would not have been eligible for the UBS grant during the AEI, because one of the formal
eligibility requirements were that an individual must be above 25 years old.
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mathematics and social studies). The second level is similar but not identical to
the regular upper secondary education; courses may differ somewhat in terms
of content and scope.

In addition to the adult secondary education system, there are other forms of
adult education, most notably labor market training (LMT), which is gener-
ally oriented towards teaching specific skills and towards a given profession.
Some 87 00012 individuals enrolled in a range of LMT programs in 1998 (SOU
[2007:18]).13 Historically, male dominated programs such as construction, com-
puter science, manufacturing, machine operator and transport, have had signif-
icantly higher enrollment rates than female dominated programs, leading to a
larger share of men in LMT programs in general. Importantly, the male dom-
inated programs were also the types of programs that to a higher extent led
to employment after completion, compared to the female dominated programs
such as health care and services, which to a lower extent led to employment
(Jans et al. [2014]). This has important implications for the choice of training
program individuals faced, general (the AEI) or specific (LMT), and we will
return to this in our results discussion in section 7.1.

12This figure declined steadily to 45 000 in 2000, 28 000 in 2002 and 17 000 in 2004.
13In Government reports, the different programs are usually categorized as follows: Business

and social sciences, computer science, construction, culture and media, customer services,
health and care services, machine operator, manufacturing, mechanics and natural sciences,
office and warehousing, pedagogy, restaurant, transport, other occupations.
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3 Previous Research

The effect of education on economic outcomes is one of the perennial questions
of economics. The dominant approach to this question can be traced back to
Mincer [1970, 1974], and attempts to estimate how different amounts of school-
ing affects individual earnings. Economists have continued investigating this
relationship, all concluding that more schooling is associated with higher indi-
vidual earnings.14 However, and as we will return to in section 3.3, this effect
has often been found to be small or negligible for the AEI.

Education may affect economic growth through at least three important mecha-
nisms. First, education increases the human capital inherent in the labor force,
which in turn increases labor productivity and leads the economy to a higher
level of output (Mankiw et al. [1992]). Second, the new knowledge this generates
promotes growth (Lucas [1988], Romer [1990]). Third, education may facilitate
diffusion and transmission of knowledge needed to understand and process new
information in order to successfully implement technologies developed by others
(Nelson and Phelps [1966], Benhabib and Spiegel [2005]). The positive relation-
ship between quantitative measures of schooling and economic growth is well
established and robust (Sianesi and Reenen [2003], Doppelhofer et al. [2004]).
However, studies based on quantitative measures of schooling neglect the qual-
itative differences in the ensuing knowledge (Hanushek and Wößmann [2008]).

The remainder of the literature review is organized as follows. In section 3.1
we focus on the role of skills, and specifically outline how and why skills are
a necessary yet often overlooked dimension in the evaluation of training pro-
grams. Section 3.2 looks closer at the relationship between skills and wages,
while section 3.3 is focused on adult education, and findings related to the AEI
in particular. Finally, we specify our research question in section 3.4.

14See e.g. Psacharopoulos [1994], Card [1999], Harmon et al. [2003] and Heckman et al.
[2006a].

9



3.1 The Role of Skills

The traditional focus on quantitative measures of educational attainment in the
academic literature is in stark contrast to the policy discussion that, even in the
poorest areas, involves elements of "quality" of schooling (Hanushek and Wöß-
mann [2008]).15 There is a lively policy discussion in most countries about the
quality of schooling, the role of teachers and students, and how to provide the
best possible education. Test scores in evaluations such as the Programme for
International Student Assessment (PISA) are scrutinized and declining results
lead to calls for national investigations and action plans. Some of the usual
policy questions related to school quality are teacher salaries, class sizes, help
tools such as computer tablets and funding. These debates rest on the presump-
tion that there is a high rate of return to schooling and to quality in particular
(Hanushek and Wößmann [2008]). But not all educational investments can be
presumed worthwhile. Two recent papers investigate whether increased school
spending leads to improvements, and although often true, it is not always the
case, and the type of investment matters (Lafortune et al. [2016], Jackson et al.
[2016]). As laid out in the introduction, two things are essential to investigate:
how various investments translate into skills, and how those skills translate to
economic returns. Up until now, most investigations of adult education, includ-
ing those on the AEI, have focused on the latter. This approach, combining data
on AEI participation with PIAAC scores, enables us to also examine the former.
This is essential as better general skills makes the population more adaptable
and flexible to labor market adjustments, and is a potential argument for im-
plementing general adult education programs such as the AEI.

The literature on education has recently begun to emphasize that focus has been
too narrowly constrained to quantitative measures of education (Hanushek and
Wößmann [2008]). Formal attainment and enrollment rate measures are fre-
quently used, likely due to the fact that they are more easily available, compared
with data on skills. As is the case in many fields of economics, much research
comes from the United States, where the rate of return to schooling is around
10 % per additional year of education. In Sweden, estimates are usually lower,

15See Hanushek [2011], Chetty et al. [2014a], Chetty et al. [2014b] for studies examining the
economic impact of higher quality teachers - the academic interest in "quality" of schooling
has increased in recent years.
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closer to 5 % (Isacsson [1999], Harmon et al. [2003], Meghir and Palme [2005]).
This discrepancy is important to keep in mind, as it suggests that when eval-
uating educational policies from a wage perspective it may be more difficult to
distinguish differences in the Swedish setting, compared to other countries. The
estimates above are on the private returns to schooling. However, there are also
social returns to consider, and these are generally deemed to be in excess of the
private returns (Hanushek and Wößmann [2008]). Social returns to schooling
stem from positive effects on, for example, crime (Lochner and Moretti [2004],
Machin et al. [2011], Groot and Van Den Brink [2010]), measures of health (Cur-
rie and Moretti [2003], Cutler et al. [2006]), financial market participation (Cole
and Shastry [2009]) and citizen participation (Dee [2004], Milligan et al. [2004]).

Quantitative measures of education are important determinants when employ-
ers make hiring decisions. However, the longer time a person spends at a job,
the more important and apparent becomes the actual skills of the employee. An
increasing number of companies are also moving beyond traditional measures of
evaluation such as degrees and grade points averages, by also integrating per-
sonality and skill evaluations.16

The majority of studies evaluating the impact of skills on labor market out-
comes focus on outcomes relatively early in workers’ careers, primarily due to
data availability issues. Evidence on the effects over the entire working life is
more scant, but Altonji and Pierret [2001] find that the impact of skills on earn-
ings grows with experience, relative to formal measures of education. This is
consistent with the intuitive hypothesis that employers are able to better judge
the actual skills of employees the longer they interact with them. It should
however be noted that the evidence on how returns to cognitive skills varies
throughout life is not conclusive. A more recent study by Hanushek and Zhang
[2009] shows that the above pattern does indeed hold for the United States, but
not for a wider set of countries.

As is the case with quantitative measures of education, there are substantial dif-
ferences between countries in terms of labor market returns to skills. Sweden,

16Two recent articles discussing these developments are "‘Big Four’ look beyond academics",
Financial Times, January 28th, 2016, and "Today’s Personality Tests Raise the Bar for Job
Seekers", Wall Street Journal, April 14th, 2015.
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along with countries such as Norway and the Czech Republic, exhibit some of
the lowest returns to skills. On the other end of the scale are countries such as
the United States, Germany and Ireland (Hanushek et al. [2015]). Also when it
comes to the returns to skills as measured through the IALS17, Sweden exhibits
low rates of return, while the United States has the highest return (Hanushek
and Zhang [2009]). There is an interesting and burgeoning literature on the role
of non-cognitive skills (Bowles and Gintis [1976], Bowles et al. [2001], Heck-
man et al. [2006b]). The results show that in addition to cognitive skills, non-
cognitive skills play an important role in determining labor market outcomes.
Disentangling the effects of cognitive and non-cognitive skills and the channels
through which they operate is important when thinking about new policies and
laws, but outside the scope of this paper.

Cognitive skills can also account for differences in growth across countries in the
OECD (Hanushek and Wößmann [2011]). Empirical growth research demon-
strates that consideration of cognitive skills alters the assessment of the role of
education and knowledge in the process of economic development dramatically.
Hanushek and Kimko [2000] use international test data in order to build a mea-
sure of labor force quality and find a statistically and economically significant
positive effect of cognitive skills on economic growth between 1960 and 1990.
The effect is stronger than the association between quantity of education and
growth. Similar results have been found in Lee and Lee [1995] and Barro and
Lee [2001]. Coulombe et al. [2004] and Coloumbe and Tremblay [2006] use data
from IALS, and find that test score measures outperform quantitative measures
of schooling across 14 OECD countries. Jamison et al. [2007] focus on the
mathematics component of IALS and add a larger set of countries than previ-
ous studies. Their findings suggest that cognitive skills increase income levels
primarily through speeding up technological progress, rather than shifting the
level of the production function or increasing the impact of additional years of
schooling.

17The International Adult Literacy Survey, see section 4.2 for a detailed description of the
IALS.
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In conclusion, the empirical evidence suggests that student performance as mea-
sured in tests is a more important factor in explaining economic growth than
quantitative measures of schooling. This holds for both developed and develop-
ing countries, controlling for factors such as institutions, openness, fertility and
geography. Furthermore, and of particular relevance to this paper, it suggests
that educational policies being evaluated on their effect on the participants’ cog-
nitive skills is of the utmost importance, and affects national growth prospects.
Earlier we discussed the role that better education has on other measures of
well-being, such as crime, health and civic participation. Similar relationships
can be found when looking at skill levels in the form of PIAAC data. In all the
countries in the survey, individuals who score in the lower levels of proficiency
in literacy are more likely to report poor health, believe that they have little
impact on the political process, and less likely to participate in associative or
volunteer activities. In the majority of the countries, they are also more likely to
exhibit lower levels of trust in others (OECD [2013]). Numeracy skills are also
associated with better financial outcomes, even after controlling for differences
in education, risk preferences, beliefs about future income, financial knowledge
and other factors that might influence wealth (Estrada-Mejia et al. [2016], Cole
et al. [Forthcoming]).

3.2 The Relationship Between Skills and Wages

Research has shown that good performance on standardized tests leads to higher
individual earnings.18 These studies show that measured achievement has a
clear impact on earnings also after allowing for differences in schooling, expe-
rience, and other factors related to earnings. Three studies conducted in the
United States show direct and rather consistent estimates of the impact of test
performance on earnings (Mulligan [1999], Murnane et al. [2000], Lazear [2003]).
They utilize nationally representative longitudinal data sets and find that a one
standard deviation increase in performance in mathematics leads to approxi-
mately 12 % higher annual earnings.

Income inequality has been increasing in many OECD countries over the last
years, also in Sweden. It is increasingly becoming a pressing matter for policy

18See e.g. Bishop [1989], O’Neill [1990], Blackburn and Neumark [1993], Murnane et al.
[1995] and Murnane et al. [2001].
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makers, and attempts to halt the development are high on the agenda. Skills
play an important role in determining the distribution of income. The supply
and demand for different types of skills within countries impact the wage-setting
dynamics. Thus, it also explains trends of income inequality, although the extent
of the impact is largely unexplored, mainly due to a lack of suitable data prior to
the introduction of PIAAC. With PIAAC comes better knowledge about both
skill levels and its distribution, which enables research on the relation between
technological change and domestic wage structures (Rinawi and Backes-Gellner
[2015]).

Juhn et al. [1993] illustrate that skills have had an increasingly important im-
pact on the distribution of income over time. Income differences have also been
shown to be increasing within schooling groups in the United States, indicating
that skills drive income inequality, controlling for education (Levy and Mur-
nane [1992]). Technological change decreases the demand for certain types of
skills, while increasing the demand for other (Katz et al. [2006], Autor and Dorn
[2013]). This might increase wage inequality and low-skilled individuals, such
as those targeted by the AEI, are generally those most at risk from these de-
velopments. Therefore, understanding how these programs translate into skills
is essential in order to better understand the dynamics of inequality in society,
and how it can be dealt with.

There is no constant relationship between wage inequality and skills, neither
when looking at cross-country comparisons, nor when examining specific coun-
tries. As demonstrated in OECD [2016a], there are countries where both skills
and wage inequality are high (United States), where both are low (Czech Repub-
lic, Slovak Republic), where the former is low and the latter is high (France) and
the other way around (Korea). The relationship is complex and labor market
structures and policies are likely to impact the channels through which skill in-
equality translates into wage inequality. Arguably, this could be of even greater
importance in the Swedish setting, where wage dispersion is low and the bar-
gaining power of unions is strong. As mentioned previously, countries differ in
their tendency to reward skills in the labor market - another fundamental factor
behind why skill inequality is difficult to map into wage inequality. In PIAAC,
skills are rewarded the highest in the United States, England and Germany,
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and the lowest in Sweden (OECD [2016a]). On average, the return to skills is
marginally convex, implying that wages increase faster at higher levels. All in
all, this points towards expecting modest, if any, positive effects on wages from
a program such as the AEI in Sweden.

3.3 Adult Education and the AEI: Empirical Evidence

A great deal of research evaluates the effects of education on labor market out-
comes. However, only a small fraction concentrates on adult education. Find-
ings from regular education may rarely be generalized to adult education, due to
two main reasons. First, adult education is more flexible regarding study pace
and at what age individuals start and end their studies. Second, participants
are generally more experienced and therefore, arguably, basing their studying
choices on superior information. This complicates the selection mechanism when
studying adult education, and little is known about how it has influenced exist-
ing results (Stenberg and Westerlund [2008]).

In general, the education programs that in the literature are thought to provide
the best return are early childhood interventions (see Heckman and Carneiro
[2003], Burgess [2016] and Cullen et al. [2013]). This view is now being nu-
anced, and high-dosage tutoring of adolescents seems to be even more effective
than early childhood investments. This argues against the view that there is
a point beyond which investments in education are unlikely to yield significant
returns.19 Card et al. [2010] conduct a meta-analysis of active labor market
policy evaluations. The authors report and categorize the impacts on earnings
and employment from 97 studies conducted between 1997 and 2007. Notably,
a third of the studies stem from Germany, Austria or Switzerland and a quar-
ter stem from the Nordic countries. A significant share of the analyzed studies
look at the impact of training programs, including programs of more general
character. Such programs appear ineffective in the short-term, but are often
associated with positive impacts after 3 years or more. Interestingly, screening
all studies, no differences between men and women are found with respect to
the impact of labor market programs.

19See Fryer Jr. [Forthcoming] that does a meta-study of 196 randomized field experiments
designed to better understand the human capital production function.
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In analyzing the effects of adult secondary education on unemployment and
earnings using Danish data from 1981 to 1991, Holm et al. [1995] find a positive
effect on both accounts in comparison to a control group of non-participants.
The effect is especially large for those who had been long-term unemployed be-
fore participation. One of the arguments in favor of adult education is that
it may stimulate lifelong learning, create a group of individuals more able to
adapt to a changing labor market and develop corresponding new skills. These
arguments gain further support by Jenkins et al. [2003], that study the key
determinants to whether someone undertakes lifelong learning20 in the United
Kingdom. They model the effect of lifelong learning on wages and the likelihood
of being employed and find little evidence of positive wage effects but significant
positive effects on employment. Moreover, undertaking one episode of lifelong
learning is found to increase the probability of undertaking more lifelong learn-
ing.

Jacobson et al. [2005] evaluate the impact from an academic year of commu-
nity college training. They find participation to be associated with a long-term
earnings increase of some 10 % looking at quantitative and technically orien-
tated courses. For other courses, the impact is estimated at 3-5 %. Alm Stenflo
[2000] use a sample of Swedish adult education graduates from 1992 and 1993,
and tracks the labor market outcomes of the group until 1997. Each person
in the sample is then matched against three randomly chosen individuals with
similar background and characteristics. In 1993, the year following graduation,
there were 16 % more unemployed amongst the adult education graduates. This
difference gradually decreased and in 1997 it had been reduced to 0.4 %.

Beyond its low wage dispersion and strong union power, Sweden is a case of
specific interest for labor market policy evaluation. Partly due to political tra-
dition, and partly responding to the sharp increase in unemployment during
the early 1990s, its focus on active labor market policies is arguably unrivaled
(Calmfors et al. [2002]). The set-up of a program like the AEI could moreover
easily be recreated21, making it especially interesting to look at from a pol-

20The authors define lifelong learning as learning between the ages of 33 and 42 that results
in a qualification.

21One such example is the Facila Program in Portugal, modeled after the AEI with similar
intention and structure.
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icy perspective. The majority of the educational programs that governments
initiate are labor market oriented. Previous empirical evaluations of the AEI
have usually been done by comparing labor market outcomes from participa-
tion with a reference group of individuals in LMT. In part, the two programs
targeted similar individuals and both programs made its participants eligible
for a compensation level corresponding to unemployment benefits. Thus, such
comparisons are important in terms of policy evaluation.

Stenberg [2002] compares earnings in 1999 between individuals participating in
the AEI or LMT during the fall of 1997. As in this paper, he uses the UBS
grant to identify AEI participants and a one-to-one propensity score matching
approach. In total, the wage effect is found to be relatively lower for AEI partic-
ipants, although more beneficial for females and in Stockholm county, compared
with males and the sparsely inhabited inland of Norrland, respectively. Using
the same data, Stenberg [2003] extends the study to include data on earnings for
1999 and 2000 and the wage effects are again found to be relatively lower for the
AEI. However, the results suggest a time-lag on the improvement of earnings
from participation in the AEI relative to LMT. This is argued to stem from the
greater degree of targeting specific occupations in LMT. Regarding job mobil-
ity, the findings suggest, perhaps surprisingly, that the AEI participants had a
relatively lower probability of changing industry. Continuing, Stenberg [2005]
compares AEI with LMT using unemployment incidence and unemployment
duration as outcome variables, both measured immediately upon completion of
the programs. The paper finds that the AEI lowered the incidence of unem-
ployment but increased the duration. These results regarding unemployment
incidence following the two programs are in line with Axelsson and Westerlund
[2001], but contrasts those regarding duration from Westerlund [2000].

In Albrecht et al. [2005], the development of earnings and the probability of
employment is investigated using data for the period between 1991 and 2000.
Participants are required to have completed a minimum of one and a maxi-
mum of two sustained Komvux semesters between 1997 and 1998. Importantly,
although restricting their data to low-skilled individuals between the ages of
25-55, Albrecht et al. [2005] do not identify participants by the UBS grant. In-
stead, anyone attending adult education at Komvux, and thus not only AEI
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participants, are examined. Therefore, the sample used would likely contain a
lower share of unemployed and low-skilled individuals, than the UBS sample.
Effects are estimated by comparing the change in earnings and employment with
a control group consisting of persons chosen from a sample of 200 000 Nordic
individuals between the ages of 25 to 55. They report no significant effects on
wages, although male AEI participants increase their probability of being em-
ployed. For females no significant effects are found with regards to employment
and income.

Importantly, both Jacobson et al. [2003] and Stenberg and Westerlund [2015]
argue that a follow up period of around 10 years is required in order to give
a fair estimate of effects from general education for adults. Furthermore, one
intention with the AEI was to enable its participants to change the direction of
their careers and educations. Consequently, the short follow up period of the
program in the papers covered so far tells little about the medium or long-term
outcomes, which the program is perhaps more likely to result in. Stenberg and
Westerlund [2015] therefore make an important contribution in comparing the
effects of LMT and AEI on wages with a follow-up period of thirteen years. The
paper finds that LMT is indeed initially relatively more beneficial. Interestingly
though, the difference converges after 5 to 7 years. Beyond that time horizon,
in the long-term, the AEI is found to be associated with relatively higher earn-
ings for both females and for participants working in Stockholm. Finding it
difficult to balance the samples using one-to-one matching, Stenberg and West-
erlund [2015] uses four-to-one matching. However, while lowering the expected
variance of the treatment effect estimates, increasing the prospect of significant
results, adding additional matches to each participant also increases the risk of
greater bias. This is because four-to-one matching increases the risk of making
poor matches (Morgan and Winship [2007]).22

A key source of concern in evaluating programs such as the AEI, and of similar
ilk, is that there are unobservable characteristics that differ between those that
selected into the program, and those that they are compared to. These differ-
ences could stem from, for example, IQ and motivation. This is an issue that we
will discuss further in the empirical strategy and method section. Although we

22This choice will be discussed in more detail in the empirical strategy, section 5.2.2.
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do not have access to IQ data on participants before they entered the program,
other studies do. Stenberg and Westerlund [2015] have access to data on cogni-
tive test scores from the mandatory military enlistment for males born in 1953
or later. Importantly, this information alleviates some of the concerns surround-
ing unobservable differences between the two groups. Stenberg and Westerlund
[2015] compare participants in the AEI with participants in LMT and find no
statistically significant difference in the cognitive abilities of the two groups.23

Previous AEI evaluations have due to lack of adequate data sources not investi-
gated whether, and, if so, how, participation in the program actually translated
into cognitive skills. Subsequently, nor has the literature enhanced our under-
standing of how such (potential) skill increases are related to economic outcomes.
Instead, previous AEI evaluations have been constrained to estimating the effect
of participation on wage development and employment incidence, either assum-
ing a perfect transition between wages and skills, or ignoring the skill dimension.
Although not to be interpreted as a causal relationship, OECD [2016a] finds a
strong positive correlation between participation in adult education and skills
proficiency in PIAAC. However, it is also argued that for individuals whose
skills are already at a very low level, adult education and training is unlikely to
boost their skills.

3.4 Research Question

Existing evidence on the return to wages for adult education programs indicate
that the returns are lower than for regular education. This holds true also when
it comes to the AEI, as Stenberg [2002, 2003, 2005] find no discernible general
effects on earnings and employment from participation in the AEI. Albrecht
et al. [2005] compare labor market outcomes between Komvux participants and
a matched group of individuals with similar characteristics, and find no dis-
cernible effects on earnings, neither for women, nor for men. But as recent
research indicates (Stenberg and Westerlund [2015]), it may take time for ef-
fects from general education programs to surface. Therefore, it is especially
interesting to conduct studies with a long-term perspective, which the PIAAC

23These measurements are based on test scores of inductive, verbal, technical, and spatial
skills. The tests are completed at the age of 18 or 19 and measured on a scale of 1 to 9, where
9 is the highest score. The scores are available for a sub sample of 97 027 males born 1953 or
later, and the p-value of the difference between the two groups is 0.530, thus insignificant.
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data allows. Stenberg and Westerlund [2015] furthermore find that the positive
effects from AEI participation were driven primarily by women, and that they
were larger for individuals in Stockholm. Such heterogeneous treatment effects
are important in policy design and motivates subgroup analyses. So do the
recent results from OECD [2016a], which indicate that the outcomes of skill
development programs in adult education vary strongly based on educational
qualifications prior to enrollment. Both these subgroup analyses, on gender and
education prior to enrollment, will be performed in this paper.

Much of the literature on education has, due to simplicity and availability, fo-
cused on quantitative measures of schooling. There are two important factors to
consider when evaluating educational investments: how the investments trans-
late into skills, and how those skills translate to economic returns. We fill a
gap in the literature by evaluating the AEI on the skill dimension for the first
time, investigating whether participants perform better when measuring cogni-
tive skills. Improving the skills of the participants was one of the goals of the
program. But previous evaluations of the AEI have focused on labor market
outcomes, being unable to examine the channel through which these educa-
tional programs operate. Combining PIAAC and AEI data, we can evaluate
whether AEI participants perform better on PIAAC compared to similar non-
participants. Our research question is formulated as follows:

Do AEI participants exhibit higher skill-levels
than non-participants in the long run?
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4 Data

4.1 The UBS Grant

Using Swedish registry data on UBS recipients, the special grant for education
and training, this paper identifies individuals in the Swedish PIAAC sample that
also participated in the AEI. The data is carefully inspected and handled by
Statistics Sweden, ensuring high quality and reliability. The UBS grant further-
more distinguishes participants in the AEI from students potentially studying
the same courses in the same classrooms, but within the regular adult educa-
tion system Komvux. This is the main reason why the identification method has
been dominant in previous research on the AEI.24 Applicants for the UBS had
to be between 25 and 55 years of age and be entitled to unemployment insurance.

Some characteristics regarding the recipients of the UBS are worth noting. First,
as shown in Table 2, females financed their studies with UBS to a somewhat
greater extent than males. In part, this explains why our data on participants
contain 122 women and 48 men. Second, throughout the program an average of
85 % of UBS recipients had maximum two years of upper secondary schooling.
Finally, relatively fewer participants from larger cities, including Stockholm,
financed their studies with UBS. Notably, Swedish-born individuals financed
their studies with UBS to a greater extent than foreign-born individuals. This
is due to the UBS requirement of being eligible for unemployment insurance.
A further discussion on the UBS grant and the implications of using it as an
identification strategy can be found in section 7.2.

24Some notable examples are: Stenberg [2002, 2003, 2005]; Stenberg and Westerlund [2015],
and Westerlund [2000].
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Table 2: Characteristics of UBS Recipients
Variable F97 S98 F98 S99 F99 S00 F00 S01 F01 S02 F02 Average

No. of seats25 113475 142529 144630 156815 129693 141730 124430 132300 116599 123164 96539 129264
UBS26 (% of seats) 27.3 33.3 30.3 27.8 17.1 15.6 13.5 12.7 11.4 10.0 9.7 19
UBS (males, % of seats) 22.7 27.7 23.5 22.5 14.1 13.1 11.5 10.2 10.4 8.0 7.4 16
UBS (females, % of seats) 29.6 36.2 33.5 31.1 18.5 16.9 14.5 14.0 15.0 11.2 10.8 21
Upper secondary ≤2 years 87.0 88.0 88.0 87.0 86.0 83.0 83.0 81.0 81.0 85

Education27 (%)
Compulsory <9 years 2 2 3 3 3 3 2 2 2 2
Compulsory 9-10 years 19 23 25 27 26 20 21 21 22 23
Upper secondary ≤2 years 66 63 60 57 57 61 60 58 57 60
Upper secondary >2 years 8 7 8 9 10 13 13 14 14 11
Higher education <3 years 4 3 3 3 3 3 3 3 3 3
Higher education ≥3 years 1 1 1 1 1 1 1 1 1 1

UBS share in area (%)
City > 200 000 19 27 23 22 14 13 12 11 10 7 8 15
Suburban municipalities 29 27 28 27 14 13 11 11 11 9 7 17
City 50-200 000 24 31 28 27 16 14 12 12 12 10 8 18
City < 50 000 33 38 34 32 19 18 15 14 15 12 9 22
Industrial municipalities 33 35 32 38 18 17 14 13 14 11 11 21
Rural municipalities 36 41 38 35 21 19 15 16 17 12 11 24
Back country municipalities 44 43 41 35 24 22 20 18 21 13 13 27
Other larger municipalities 37 43 38 34 21 18 16 15 17 12 12 24
Other smaller municipalities 35 40 37 34 21 19 16 14 16 11 11 23

Source: This data is based on half-year municipal reports. The data collection and analysis was done by Statistics Sweden on behalf of Skolverket that was tasked by the government
with conducting six-month follow-ups of the development. The authors have compiled, distilled and organized these eleven reports in order to create the table.

25The number of seats refers to full-time seats, including both AEI and Komvux participants.
26For definition, see section 4.1 above.
27Data for education levels were not reported in the first two half-year municipal reports.



4.2 PIAAC

The Survey of Adult Skills is an international survey conducted in 33 coun-
tries28 as part of the Programme for International Assessment of Adult Com-
petencies (PIAAC). It is conducted by the OECD and designed to measure the
key cognitive and workplace skills needed for individuals to participate in mod-
ern societies and for economies to prosper. The first data collection was done
between August 2011 and March 2012. Around 166 000 adults, representing
724 million adults, were surveyed in 24 countries. In Sweden, the total num-
ber of participants was 4469 and the survey was conducted by the government
agency Statistics Sweden that carried out home visits to the participants. The
initial selection was determined through a random stratified selection of 10 000
people from a register data base covering the entire Swedish population called
Registret över totalbefolkningen.29 For an outline of the response rates of the
original RTB sample, broken down by subgroups, see section 9.9 in the appendix.

The original requirement for countries to participate in the survey was that at
least 5000 individuals were surveyed. However, due to the substantial efforts
taken by Statistics Sweden to ascertain representativeness of the collected sam-
ple, Sweden was allowed to remain in the study. Formally, the objectives30 of
the survey are to:

• provide policymakers in each participating country with a baseline profile
of adults in their country in terms of the knowledge, skills and competen-
cies that are thought to underlie both personal and societal success;

• assess the impact of these competencies on a variety of social and economic
outcomes at the individual and aggregate levels;

• gauge the performance of education and training systems in generating
the required competencies; and

• help clarify some of the policy levers that could contribute to enhancing
competencies.

28The participating countries in round 1 (2011-2012) are: Australia, Austria, Belgium (Flan-
ders), Canada, Czech Republic, Denmark, Estonia, Finland, France, Germany, Ireland, Italy,
Japan, Korea, Netherlands, Norway, Poland, Russian Federation, Slovak Republic, Spain,
Sweden, United Kingdom (England and Northern Ireland) and the United States. The coun-
tries participating in round 2 (2014-2015) are: Chile, Greece, Indonesia, Israel, Lithuania,
New Zealand, Singapore, Slovenia and Turkey.

29See Larsson and Eriksson [2013].
30See OECD [2013].
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The idea behind the survey is to provide the possibility for countries to evaluate
and better understand how education and training systems can nurture these
skills. In each of the participating countries, a representative sample of adults
between the ages of 16 and 65 were interviewed in their homes. The mean pro-
ficiency scores for the countries participating in PIAAC are presented in Table
17, located in section 9.9 in the appendix. Furthermore, for a detailed outline
of the study design using PIAAC, see Figure 4 in the appendix section 9.9.

Before the introduction of PIAAC, the primary source (Hanushek et al. [2015])
for international comparisons of the returns to cognitive skills was the Inter-
national Adult Literacy Survey (IALS).31 It was conducted in Sweden in 1994,
before the introduction of the AEI, but the overlap between IALS and PIAAC
participants is not available for this paper. PIAAC builds on the previous in-
ternational skills surveys that have been conducted, which in addition to IALS
also includes the Adult Literacy and Lifeskills Survey (ALL) conducted in 2003
and 2006.32 Sweden was, however, not one of the participating countries in the
ALL, and it is thus not applicable to our research question. PIAAC is designed
to assess the current state of the skills of individuals and nations in the infor-
mation age. The survey has several advantages over IALS. It is a more recent
study, and the returns to skills from over two decades ago is likely to be less in-
formative as economies have undergone significant technological change (Autor
et al. [2003], Goldin and Katz [2009] and Acemoglu and Autor [2011]). PIAAC
furthermore benefits from more participating countries and larger sample sizes.
Also, whereas IALS included tests that examined very basic skill competencies,
PIAAC substantially extends the depth and range of measured skills and also
attempts to measure problem solving skills in technology rich environments.
One example of this is that the PIAAC design broadens the definition of liter-
acy to make it more relevant for the information age.

The questions in the survey were designed to measure cognitive skills in three do-
mains: numeracy, literacy and problem solving in technology rich environments.
The PIAAC questions aim to mimic real-world problems such as maintaining a
driver’s logbook (numeracy) or reserving a meeting room on a particular time

31See Darcovich et al. [2000] and Kirsch [2001] for more information on the IALS.
32See Satherley et al. [2008] for more information on the ALL.
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slot in an online booking system (problem solving). More formally, the three
cognitive skill dimensions are defined as:

• Literacy: ability to understand, evaluate, use and engage with written
texts to participate in society, to achieve one’s goals, and to develop one’s
knowledge and potential;

• Numeracy: ability to access, use, interpret, and communicate math-
ematical information and ideas in order to engage in and manage the
mathematical demands of a range of situations in adult life;

• Problem solving in technology rich environments: ability to use
digital technology, communication tools and networks to acquire and eval-
uate information, communicate with others and perform practical tasks.

The literacy component in PIAAC excludes writing or producing text. Still,
literacy is defined in a broader way than reading. The intention is for the com-
ponent to encompass the range of cognitive strategies adults must use to react
suitably to texts read in different scenarios or contexts. Moreover, a unique
feature is the testing of the ability to read digital texts as well as traditional
print-based texts. Regarding numeracy, literacy skills are acknowledged to be
an enabling factor for numerate behavior. Basically, when numerate questions
involve text, the respondents performance is also to some extent dependent on
his or hers literacy skills. But the PIAAC numeracy component is designed
to cover more than using arithmetical skills on information embedded in text.
Specifically, it relates to a wide range of skills and knowledge, where answers
involve more than numbers and questions involve more than just numbers in
text.

PIAAC also covers the specific class of problems people deal with when using
information and computer technology (ICT). These problems share the following
characteristics:

• The existence of the problem is primarily a consequence of the availability
of new technologies.

• The solution to the problem requires the use of computer-based artifacts
(applications, representational formats, computational procedures).
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• The problems are related to the handling and maintenance of technology
rich environments themselves (e.g., how to operate a computer, how to fix
a settings problem, how to use the Internet browser in a technical sense.)

4.3 PIAAC Methodology

PIAAC is based on a complex survey design and statistical methods designed
to ensure high reliability and comparability of the data. This thus means that
there are several considerations that must be taken into account when analyzing
the data (Pokropek and Jakubowski [2013]). Two important adjustments must
be made due to the complex sample designs used in the survey. First, all point
estimates must be computed using sample weights. Second, it is necessary to
use special procedures to calculate correct standard errors. The Jackknife repli-
cate procedure is used in the analysis of PIAAC data (see Efron [1982], Levy
and Lemeshow [2013] and section 9.8 in the appendix).

PIAAC, like most modern large-scale surveys, uses plausible values. Plausible
values were first developed for analyses of the 1983-1984 US National Assessment
of Educational Progress data and is based on the work of Rubin [1987].33 The
method for calculating standard errors varies depending on whether cognitive
components (and plausible values method) are included in the specific estima-
tion or not. If cognitive components are not part of the analysis the standard
errors are more straightforward and based on computations that summarize the
variability of the estimates in subsequent subsets of samples called replicates,
calculated as follows:

SEθ =

¿
ÁÁÀf

R

∑
r=1

(θ̂r − θ̂0)

where R is the number of replicates, θ̂r represents the statistic of interest (i.e.
mean, variance, regression, coefficient) that does not involve plausible values for
replicate r = (1, ...,R); θ̂0 represents the statistic of interest estimated using the
whole sample and final sample weight. The constant f differs depending on the
country analyzed, as it depends on the sampling procedure used in the survey.
There were two types of sampling used in PIAAC: non-stratified and stratified.
If the sampling procedure used was non-stratified, f = R−1

R
, otherwise f = 1. In

33Other important contributors include Mislevy [1991], Mislevy et al. [1992] and Beaton
and Gonzalez [1995].
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Sweden, stratified sampling was used, thus f = 1 for the purpose of this paper.

Calculation of standard errors becomes more complicated when cognitive com-
ponents are included in the analysis. The standard errors involving plausible
values are calculated as follows:

SEε =

¿
ÁÁÁÁÁÀ

⎡⎢⎢⎢⎢⎣

P

∑
p=1

⎛
⎝
f
R

∑
r=1

(ε̂r,p − ε0,p)2
⎞
⎠

1

P

⎤⎥⎥⎥⎥⎦
+
⎡⎢⎢⎢⎢⎣

⎛
⎝

1 + 1

P

P

∑
p=1

(ε̂0,p − ε0,P )2

P − 1

⎞
⎠

⎤⎥⎥⎥⎥⎦

where

ε0,P =

P

∑
p=1

ε0,p

P

and P is the number of plausible values, p = (1, ..., P ); ε̂r,p represents the sta-
tistical estimate for replication r and the pth plausible value; ε̂0,p represents
the statistical estimate using the final sample weight for the pth plausible value;
ε0,P represents the unweighted average of the statistic over the plausible values
using the whole sample and the final weight. For a more detailed description of
plausible values, see section 9.12 in the appendix.

4.4 Data Processing and Final Data

To reach a data set of maximum relevance for the research question we do sev-
eral important adjustments to the overall sample of 4469 PIAAC participants.
This includes creating new variables and dropping observations that fail to meet
certain criteria. First of all, because this study evaluates the effects from the
AEI, it would make little economic sense to match participants with individuals
who, potentially, might have attended the same courses in the same classrooms,
but who were not part of the AEI. As we are interested in isolating the effect
of the AEI, such a comparison would be meaningless. Thus, individuals partic-
ipating in Komvux, but not in the AEI, are dropped. This corresponds to 516
observations.

27



Second, when using propensity score matching it is essential to use prior knowl-
edge about the characteristics of the program in order to generate a relevant
sample group (Angrist and Pischke [2008]). Towards this end, we use the knowl-
edge about formal requirements for entry into the AEI (see the appendix section
9.2) in order to drop 592 observations that, before the launch of the AEI in 1997,
had a formal educational qualification corresponding to 2 to 3 years of studying
at university level or more.34 Our final data set thus consists of 3361 individ-
uals. Of these, 170 individuals participated in the AEI. Summary statistics for
these two groups can be found in the appendix section 9.3. Furthermore, we
construct a range of variables providing information on the characteristics of the
individuals before they entered the program. These include categorical variables
for educational attainment and whether the individuals had any children living
at home at the time of the program.

5 Empirical Strategy and Method

This study deals with non-experimental economic data. Observing participa-
tion, but absent random assignment, the key concern is finding participants and
non-participants that are similar in their characteristics. If such concerns are
not properly alleviated, estimates are unlikely to be informative. In this paper,
concerns of that nature could be motivated, as self-selection into the AEI might
stem from baseline differences with respect to motivational, educational and
cognitive skill levels between the two groups. To mitigate these concerns, we
control for a range of variables and use empirical methods in order to make the
two groups as similar as possible.

This paper estimates the effect on skills from participation in the AEI. Two
strategies are used. First and foremost, propensity score matching (PSM) is im-
plemented. Second, we use ordinary least squares (OLS). Both are data heavy
and rely on the assumption that all relevant differences between participants
and non-participants can be captured with the observable variables in the data.
In the context of the research question, and considering its rich individual data
of some 400 variables covering, for instance, educational history, professional
experience and family background, PIAAC is well suited to both approaches.

34International standard classification of education 5B or higher.
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In short, PSM creates an artificial control group of individuals (henceforth called
matched individuals) based on their similarities to actual AEI participants for a
chosen range of characteristics. This reduces the matching problem to a single
dimension called the propensity score, which is defined as the probability of an
individual receiving treatment given the observed characteristics. Matching on
the propensity score then allows for estimating treatment effects by comparing
the performance on PIAAC between matched individuals and the actual partic-
ipants. With OLS, we instead control for the same covariates used for matching
in the PSM. As noted by Morgan and Winship [2007], there has been a sizable
debate as to which of these two strategies of confounder control ought to be fa-
vored, and in what context. While OLS is biased when the outcome regression
model is misspecified, PSM is biased when the propensity model is misspecified.

With large differences in the covariate mean values between participants and
non-participants, which is often the case in evaluations of labor market policies,
OLS results are very sensitive to the assumption of linearity. In such situations,
PSM is arguably the favoured strategy, as it does not require the imposing of
a specific functional form. This is a valuable feature of PSM, as specific func-
tional forms are rarely suggested by economic theory or justified by the data
(Dehejia and Wahba [1999] and Smith [2000]). Partly for this reason, PSM has
been a widely applied tool in evaluations of labor market policies (see e.g. De-
hejia and Wahba [1999] and Heckman et al. [1997]). Furthermore, the covariate
mean differences aspect is essential for our evaluation, because the two groups,
as expected, to a large extent35 differ at baseline (see Table 3 below).36

Implementing PSM will moreover inevitably highlight the issue of common sup-
port. With poor overlap between treated and non-treated, doubts could be
raised regarding the robustness of traditional, parametric methods (Bryson et al.
[2002]). For this reason, implementing PSM could be valuable on its own merits,
simply because of the potential side benefit of enhanced understanding regard-
ing the extent of the overlap and, thus, also of how sensitive any estimates would
be to the choice of functional form, should one also use a linear regression model.

35In our covariate vector Xi of pre-treatment characteristics, 13 out of 15 covariates are
statistically significantly different at the one percent level.

36See appendix section 9.10 for a more detailed description of the variables.
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The advantages and disadvantages of the two approaches will be further dis-
cussed, both throughout this section and in the limitations section. Meanwhile,
the remaining part of the section will unfold as follows. First, the foundations
of PSM, as well as its key identifying assumptions, are presented and discussed.
Second, the implementation of the PSM analysis is outlined and motivated ac-
cording to the steps suggested in Caliendo and Kopeinig [2008]. Lastly, the OLS
model is described.

Table 3: Covariate Comparison - Participants and Non-participants

AEI Non-AEI

Variable Mean S.E. Mean S.E.

Gender∗∗∗ 1.718 0.035 1.459 0.009
Highest education - mother∗∗∗ 1.364 0.051 1.818 0.014
Highest education - father∗∗∗ 1.442 0.055 1.786 0.014
Parents qualification∗∗∗ 1.547 0.067 1.969 0.016
Education level∗∗∗ 0.941 0.081 0.810 0.018
Low education∗∗∗ 0.700 0.068 0.611 0.015
Immigrant 1.700 0.045 1.671 0.010
Children at home∗∗∗ 0.400 0.038 0.178 0.007
Age category 1∗∗∗ 0.094 0.022 0.564 0.009
Age category 2∗∗∗ 0.165 0.029 0.066 0.004
Age category 3∗∗∗ 0.171 0.029 0.067 0.004
Age category 4∗∗∗ 0.153 0.028 0.068 0.004
Age category 5∗∗∗ 0.129 0.026 0.065 0.004
Age category 6∗∗∗ 0.182 0.030 0.067 0.004
Age category 7 0.106 0.024 0.103 0.005

For covariate definitions, see section 9.10 in the appendix
∗∗∗ p < 0.01, ∗∗ p < 0.05, ∗ p < 0.1
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5.1 Propensity Score Matching

The omitted-variable bias formula states that coefficients on included variables
are unaffected by the omission of variables when the omitted variables are un-
correlated with those included. The propensity score theorem (Rosenbaum and
Rubin [1983]) extends this idea to estimation strategies that rely on matching
instead of regression, where the causal variable of interest is a categorical treat-
ment indicator. The theorem states that if potential outcomes are independent
of treatment status conditional on the covariate vector of pre-treatment charac-
teristics Xi, then potential outcomes are also independent of treatment status
conditional on a scalar function of covariates, the propensity score:

p(Xi) ≡ Pr{Di = 1∣Xi} = E{Di∣Xi} (1)

where, in this paper, D = {0,1} is the AEI participation indicator. Knowing the
propensity score p(Xi) then allows for estimating the average effect of treatment
on the treated (ATT):

T ≡ E{Y1i − Y0i∣Di = 1}

= E[E{Y1i − Y0i∣Di = 1, p(Xi)}]

= E[E{Y1i∣Di = 1, p(Xi)} −E{Y0i∣Di = 0, p(Xi)}∣Di = 1]

(2)

where the outer expectation is over the distribution of (p(Xi)∣Di = 1) and Y1i
and Y0i are the potential outcomes in the two counterfactual situations of par-
ticipation and non-participation. Formally, the following two propositions are
needed to derive (2) given (1)37:

Lemma 1. Balancing of pre-treatment variables given the propensity score. If
p(Xi) is the propensity score, then

D � X ∣ p(X)

Lemma 2. Unconfoundedness given the propensity score. Suppose that as-
signment to treatment is unconfounded, i.e.

Yi, Y0 � D ∣ X
37For proof, see section 9.4 in the appendix.
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then assignment to treatment is unconfounded given the propensity score, i.e.

Y1, Y0 � D ∣ p(X)

If the balancing of Lemma 1 is satisfied, observations with the same propen-
sity score must have the same distribution of observable characteristics inde-
pendently of treatment status. In other words, for a given propensity score,
exposure to treatment is random and therefore treated and matched individuals
should on average be observationally identical (Becker and Ichino [2002]).

Unconfoundedness, or the conditional independence assumption (CIA), demands
that there exists a set of observable covariates, such that after controlling for
these, potential outcomes are independent of treatment status. Notably, the
CIA is also a necessary requirement in linear regression models (Caliendo and
Kopeinig [2008]). The assumption needs to be justified by the quality of the
data and, generally, a very rich data set is required (Caliendo and Kopeinig
[2008]). It is moreover emphasized by amongst others Heckman et al. [1999],
that in order to credibly satisfy the CIA, data for both treated and non-treated
should originate from the same source, in our case, from PIAAC.

Meanwhile, the common support assumption states that for each covariate, there
is a positive probability of being both treated and non-treated. This assumption
ensures the existence of sufficient overlap in the characteristics of participants
and non-participants, so as to find adequate matches:

0 < P (D = 1 ∣X) < 1

When both the CIA and the common support assumption hold, a state called
strong ignorability, PSM produces unbiased estimators of the treatment effect
(Rosenbaum and Rubin [1983]).
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5.2 Implementing the PSM Analysis

In practice, the PSM analysis is implemented in several steps. In the following
subsections, we present, motivate and implement the different stages in PSM,
following the framework suggested in Caliendo and Kopeinig [2008]: (1) esti-
mating the propensity score, (2) choosing matching algorithm, (3) investigating
overlap and (4) assessing the matching quality. These steps are mirrored in
the structure of our results section, where we outline how our matching process
worked, the extent of the overlap and the quality of our matching.

5.2.1 Estimating the Propensity Score

Estimating the propensity score p(Xi) requires choosing what model of estima-
tion to use and what variables to include in this model. This paper deals with
a binary treatment case. In such situations there is a strong preference for logit
or probit models (Smith [1997]). As noted by Caliendo and Kopeinig [2008] and
Zhao [2008], the two specifications often yield very similar results. Therefore,
the choice is seldom critical. However, the logit distribution has slightly more
density mass in the probability bounds, which arguably better reflects our data.
We experimented with both specifications and they did not significantly affect
our conclusions. Thus, this paper estimates the propensity score using a logit
model:

Pr{Di = 1∣Xi} = φ(h(Xi))

where φ denotes the logistic cumulative distribution function and h(Xi) includes
the carefully constructed vector of covariates, Xi.

There is an extensive discussion in the literature as to which covariates to in-
clude. The key concept regarding inclusion is strong ignorability, which is de-
manded by most non-experimental evaluation approaches, matching included.
Strong ignorability assumes that there are no observed differences between the
treated and non-treated group (Caliendo and Kopeinig [2008]). To satisfy this
assumption, variables known to be related to both participation and the outcome
should be included. Or, more formally, included covariates should (Rosenbaum
and Rubin [1983]; Rubin and Thomas [1996]; Tomz et al. [2003]):
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i. Influence the decision of participation and the outcome variable

ii. Be unaffected by participation

iii. Be unaffected by the anticipation of participation

In the specification of this paper, 15 covariates are used. These are displayed
in Table 4 below and as highlighted all included covariates meet the formal
requirements for inclusion.38 Excluded covariates either do not fulfill the formal
requirements, contain extensive missing data or make little or no economic sense
to include.

Table 4: Covariates Included in Vector Xi

Variable i. ii. iii.

Gender ✓ ✓ ✓

Immigrant ✓ ✓ ✓

Parents qualification ✓ ✓ ✓

Highest education - mother ✓ ✓ ✓

Highest education - father ✓ ✓ ✓

Education level ✓ ✓ ✓

Low education ✓ ✓ ✓

Children at home ✓ ✓ ✓

Age category 1-7 ✓ ✓ ✓

Included covariates are explained in detail in section 9.10 in the appendix.

5.2.2 Choosing a Matching Algorithm

There are a number of matching estimators and they differ in several ways.
First, they define different neighborhoods for the treated individuals and dif-
fer with respect to how weights are assigned to these neighbors. Furthermore,
they deal with the issue of common support differently. However, and as noted
by Smith [2000], when sample sizes grow all estimators close in on comparing
only exact matches, and should thus return very similar estimates. But the
choice might be of greater importance with small sample sizes. In such cases, a
trade-off between bias and variance generally arises and the choice then depends

38All covariates influence the decision of participation. Furthermore, as outlined in chapter
3 in OECD [2013], they are all strongly correlated with the performance on PIAAC. Hence,
requirement i) is met. Lastly, because all included covariates are time-fixed, requirement ii)
and iii) are met as well.
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on the context (Heckman et al. [1997]). As described in the data section 4.5,
n = 3361 observations remain in our sample after the necessary data adjust-
ments, of which 170 participated in the AEI. Thus, in the context of the current
paper, the choice of matching estimator is not unimportant.

In this paper, we use a k = 1 nearest neighbor (NN) matching method (see Rubin
[1973]).39 NN matching selects for each treated individual i the matched indi-
vidual j with the smallest distance from individual i in terms of propensity score
to form a matched pair (Stuart [2010]). Formally, and following the structure
suggested by Becker and Ichino [2002], the approach unfolds as follows. Let T
be the set of treated units and C the set of control units, respectively. Denote
by Ci the set of control units matched to the treated unit i with an estimated
value of the propensity score pi. NN matching then sets:

Ci = min j∣pi − pj ∣

which is a singleton set unless there are multiple nearest neighbors. Denote
the number of controls matched with observation i ∈ T by NC

i and define the
weights wij = 1

NC
i

if j ∈ C(i) and wij = 0 otherwise, and Y Ti and Y Cj be the
observed outcomes of the treated and control units. Then, the formula for the
matching estimator can be written as follows:

T = 1

NT ∑
i∈T

[Y Ti − ∑
j∈C(i)

wijY
C
j ] = 1

NT
[∑
i∈T

Y Ti −∑
i∈T
∑

j∈C(i)
wijY

C
j ]

and the estimation of average treatment effects based on the propensity score
is finally given by:

= 1

NT ∑
i∈T

Y Ti − 1

NT ∑
j∈C

wjY
C
j

where the weights wj are defined by wj = ∑iwij . There are several approaches
to NN matching. In essence, two choices has to be made and motivated, to
match with or without replacement and how many untreated individuals j to
assign to each treated unit i. This paper matches without replacement and sets
k = 1.

39Where k is the number of untreated individuals matched to each treated individual.
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First of all, matching with or without replacement is, as underlined by Caliendo
and Kopeinig [2008], mainly an issue should the data demonstrate large differ-
ences in the propensity score distributions between treated and control individ-
uals. This is, as we demonstrate in Figure 1 in section 6.1.1, not a concern for
this study. But we still need to motivate our choice. Matching with replace-
ment allows matched individuals j to be used as partner for more than one
treated individual i, while matching without replacement does not. In general,
the choice involves a trade-off between bias and variance. Allowing replacement
will often decrease the bias and increase the variance. It is a particularly useful
approach in the context of a small data set with few comparable observations
to the treated individuals (Stuart [2010]). Because this study has almost 20
non-participants for each treated individual, this is not a priority. Instead, con-
sidering the rather small sample of AEI participants, we want to minimize the
variance. From this perspective matching without replacement is preferable,
should the matching also produce a well balanced set of groups, which will be
evident in the results section.

Furthermore, inference is more complex when matching with replacement. Us-
ing this approach, matched individuals j are no longer independent. Rather,
some will appear in the matched group more than once and this issue needs to
be handled in outcome analysis. The most common way of doing so is by using
frequency weights (Stuart [2010]). But due to the nature of PIAAC, we have
certain constraints on the matching estimators we can use. This is due to the
fact that PIAAC’s complex survey design requires several essential weighting
measures to be undertaken40 and can not be combined with weighting measures
that would be necessary to use, should we employ NN-matching with replace-
ment. We are thus left with NN-matching without replacement as the matching
method that is most suitable to our data set and analysis. A potential issue
related to NN matching without replacement is, however, that estimates depend
on the order in which observations get matched (Caliendo and Kopeinig [2008]).
Hence, when using the approach, it should be ensured that ordering is randomly
done, which is ascertained in our analysis.

40These measures were discussed more extensively in the PIAAC Methodology, section 4.3.
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As to how many untreated individuals to match to each treated individual, the
most common approach is k = 1 matching. In a nutshell, a larger k increases
the size of the matched sample, which potentially enhances the precision of
estimated treatment effects. However, it also results in matching increasingly
dissimilar individuals, which in turn has been known to increase bias. This orig-
inates from the intuitive understanding that the second match will, in general,
be of lower quality than the first. On this, Imbens [2004] writes: "within the
class of matching estimators, using only a single match leads to the most credi-
ble inference with the least bias, at most sacrificing some precision." This view
is confirmed by the extensive Monte Carlo simulations carried out by Austin
[2010], in which the author examines the statistical performance of matched
estimators with respect to the choice of k. The results from the 97 analyzed
scenarios demonstrate that the bias in the estimated treatment effect is increas-
ing in k. Furthermore, it showed that the mean square error of the estimated
treatment effect was minimized in more than two thirds of the scenarios us-
ing k = 1 matching. In conclusion, Austin [2010] argues that in a majority of
settings, using k = 1 or k = 2 will result in optimal estimation of treatment ef-
fects. Moreover, merely in a small minority of settings was using k > 2 optimal.
Holding the above discussion in mind, this paper sets k = 1.

5.2.3 Overlap and Common Support

ATT is only defined in the region of common support. Hence, a vital step is
to check the region of common support and the overlap between the treated
and non-treated group. Several ways are suggested in the literature, the most
straightforward one is to conduct a visual analysis of the density distribution of
the propensity score in both groups. Lechner [2008] argues that given that the
support problem can be spotted by inspecting the propensity score distribution,
there is no need to implement a complicated formal estimator. Once one has
defined the region of common support, individuals that fall outside this region
have to be disregarded and for these individuals the treatment effect cannot
be estimated. When the proportion of lost individuals is small, this poses few
problems. However, if the number is too large, there may be concerns about
whether the estimated effect on the remaining individuals can be viewed as rep-
resentative (Caliendo and Kopeinig [2008]). In this study not a single individual
in the treated or the matched group falls outside the region of common support.
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Enforcement of common support can result in the loss of a sizable proportion
of the treated population. One must bear this in mind when considering the
policy relevance of results in general. This is because a policy analyst wishes to
know the effect of a policy on all participants, not just a sub-sample for whom
common support is enforceable. If treatment effects differ non-randomly with
those unsupported characteristics, the treatment effect relevant to the supported
sub-population will not provide a consistent estimate for the unsupported sub-
population (Bryson et al. [2002]). Whether this is a problem in practice will
depend upon the proportion of the treatment group lost, which in this study,
as mentioned above, is zero.

In general, common support will be a problem when participants differ markedly
from non-participants. For instance, if only those with a very high level of
motivation are volunteering for the program. Very low take-up of a voluntary
program may be an early signal of such a problem. For the purpose of this
evaluation, this is not a major source of concern, as the AEI had a very high
take-up rate. Furthermore, and as mentioned in section 3.3, based on the IQ test
conducted at the mandatory military enlistment tests, there does not appear to
be significant differences between AEI participants and other similar individuals.
Importantly, the objective when using PSM is not necessarily to ensure that
all matched pairs are similar in terms of their covariate values. Rather, the
matched groups should on average be similar across all their covariate values.
The adequacy of the model used to estimate the propensity score can thus be
evaluated by looking at the balance that results on average across the matched
groups (Gelman and Hill [2006]).

5.2.4 Assessing the Matching Quality

Two measurements designed to evaluate the quality of matching over covariates
and the extent to which they balance are presented in Rubin [2001]. The first
one is Rubin’s B, the standardized difference of means of the linear index of
the propensity score in the treated and non-treated group. Rubin’s B should
be below 0.25 for the regression adjustment to be trustworthy. The second one
is Rubin’s R, the ratio of treated to non-treated variances of the propensity
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score.41 This variance ratio is recommended to be between 0.5 and 2.0 in order
for the samples to be considered sufficiently balanced (Rubin [2001] and Stu-
art [2010]). When these two indicators are unsatisfactory, the propensity score
model could be misspecified. Should the problems persist, even after including
new or excluding old covariates, it may serve as an indication of failing the
CIA. In such cases, the researcher should pursue a different evaluation strategy
(Smith and Todd [2005]).

Another suitable indicator to assess the distance in marginal distributions of the
X-variables is the standardized bias (SB) suggested by Rosenbaum and Rubin
[1985]. For each covariate, X, it is defined as the difference of sample means in
the treated and matched group as a percentage of the square root of the average
of sample variances in both groups. The SB before matching is given by:

SBbefore = 100 ∗ (X̄T − X̄≠T )√
0,5 ∗ (VT (XT ) + V≠T (X≠T ))

The SB after matching is given by:

SBafter = 100 ∗ (X̄T − X̄M)√
0,5 ∗ (VT (XT ) + VM(XM))

where VT (XT ) is the mean (variance) in the treatment group before matching
and V≠T (X≠T )) the analogue for the non-treated group. VT (XT ) and VM(XM)
are the corresponding values for the matched samples. This is a common ap-
proach used in many evaluation studies (e.g. Lechner [1999], Sianesi and Reenen
[2003] and Caliendo et al. [2005]). In most empirical research, a bias reduction
of between 3 to 5 % is considered sufficient (Caliendo and Kopeinig [2008]).

5.3 Ordinary Least Squares

In order to extend our analysis we also employ a standard ordinary least squares
(OLS) framework.42 As with PSM, the aim is to estimate the effect of partici-
pation in the AEI on performance in PIAAC, with respect to numeracy, literacy

41See Rubin [2001] for a more extensive discussion on Rubin’s B and Rubin’s R.
42See Wooldridge [2015] for a description of the methods and assumptions behind OLS.
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and the problem solving skills. We estimate three models:

pvlit = αlit + βlitiXi + εlit

pvnum = αnum + βnumiXi + εnum

pvpsl = αpsl + βpsliXi + εpsl

Where pvlit, pvnum and pvpsl is the score on the literacy-, numeracy- and
problem solving section of PIAAC, respectively. While α is the intercept, β is
the coefficient of interest on the specific i ∶ th covariate in the vector Xi, and
ε is the error term. The covariates included are the same as in the propen-
sity score analysis and consist of seven age-interval dummies, a gender dummy,
a variable that captures an individual’s immigration status, variables for the
highest education of the individual’s mother, father and a combined measure of
parental educational qualifications. Furthermore, we include variables for the
highest level of education prior to the introduction of AEI and a special edu-
cation dummy for people with especially low level of education before the AEI.
Lastly, we also control for the number of children in the home at the time of the
AEI. Due to the nature of the survey data, and the fact that we are estimat-
ing plausible values, we have to employ special measures in order to calculate
the standard errors correctly, the exact formula for these can be found in the
PIAAC Methodology in section 4.3.
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6 Results

In this section, we first demonstrate the results from the PSM analysis. The
structure follows the framework outlined in section 5.2. After assessing common
support and the quality of the matching, the estimated treatment effects are
presented, both for the entire sample and a number of subgroups. Following this,
we present a range of recently measured outcome variables, also over different
subgroups. Finally, the OLS estimates are presented.

6.1 Propensity Score Matching

6.1.1 Overlap and Common Support

The histogram over the propensity scores by treatment shown in Figure 1 illus-
trates that the common support stretches throughout all propensity score values.
As outlined in section 5.1, the propensity score may assume any value between
0 < P (X) < 1. In Figure 1, the propensity scores are plotted along the x-axis,
while the frequency of individuals with particular scores are plotted along the
y-axis. In this analysis, the mean propensity score for the treated group (upper
bars) is 0.161. Meanwhile, the mean propensity score for the matched group
(lower bars) is 0.168. This high quality of the overlap is important, as it allows
us to use the whole sample. Thus, we do not need to disregard units outside
the area of common support, because there are none. This is partially facil-
itated by the fact that the propensity score estimates extends between 0 and
0.4, with a longer span it generally becomes more difficult to attain common
support. However, the key concern is that common support is attained within
the estimated propensity score span, and this is the case in our analysis.

The density plots in Figure 2 display the effectiveness of the matching proce-
dure. The graphs present the distribution of propensity scores over (top-left)
treated and untreated individuals and (top-right) treated and matched individu-
als respectively. Before matching, the propensity scores of treated and untreated
individuals varies widely. After matching, as visualized by the zoomed in plot
(bottom), the propensity score distributions overlap very closely. Thus, relative
to the grouping before matching, the procedure has successfully identified and
ordered individuals into more comparable groups.
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Figure 2: Propensity Score Overlap - Before and After Matching

43



6.1.2 Matching Quality

Figure 3 shows a before and after comparison of the standardized bias measure
across covariates, which was described in section 5.2.4. Ideally, after matching,
the SBs should be as close to zero as possible, although a bias reduction to
between 3 to 5 % is usually sufficient. Importantly, as we go from unmatched
to matched, all of the covariates, excluding age category 7, move towards the
zero line, demonstrating bias reduction from the matching procedure.

More specifically, Table 5 shows how the mean covariate values differ between
the treated and the matched group before and after the matching, enabling an
overview comparison of the matching quality. Ten out of fifteen covariates are
well within the recommended limit of introducing at maximum 5 % bias after
matching. Of the remaining five covariates, all being binary age categories, three
are very close to the limit (at 5.60, -5.50 and -5.80 % respectively), while two still
introduce -10.00 and 11.30 % bias respectively. On the right-hand side of Table
5 are the results from a t-test on mean differences between the two groups, and
none of the covariates are statistically significantly different between the two
groups, which is ideal.

The two formal measures of how successful the balancing across covariates is,
Rubin’s B and Rubin’s R, are estimated at 0.188 and 1.12 respectively. Both
are well within the values stipulated to have a well-balanced sample (see the
limits defined in section 5.2.4). Section 9.5 in the appendix provides a more
basic version of the same results, displaying only how the values differ between
the treated and the matched group after matching.
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Table 5: Balancing Comparison - Before and After Matching

Mean t-test

Variable Sample Treated Non-treated SB (%) t p-value V (t)
V (c)

Gender U 1.72 1.46 54.40 6.62 0.00 0.72
M 1.72 1.70 3.70 0.36 0.72 0.94

Highest education - mother U 1.36 1.82 -59.70 -6.94 0.00 0.83
M 1.36 1.34 2.70 0.28 0.78 0.99

Highest education - father U 1.44 1.79 -45.00 -5.42 0.00 0.84
M 1.44 1.46 -2.00 -0.20 0.85 0.92

Parents qualification U 1.55 1.97 -47.20 -5.86 0.00 1.07
M 1.55 1.53 2.00 0.19 0.85 1.07

Education level U 0.94 0.81 12.60 1.62 0.11 0.97
M 0.94 0.93 1.10 0.11 0.92 1.11

Low education U 0.70 0.61 10.20 1.31 0.19 0.93
M 0.70 0.72 -2.70 -0.25 0.80 1.07

Immigrant U 1.70 1.67 4.90 0.62 0.54 0.94
M 1.70 1.70 0.00 0.00 1.00 0.97

Children at home U 0.40 0.18 50.30 7.24 0.00 1.91
M 0.40 0.40 0.00 0.00 1.00 1.00

Age category 1 U 0.09 0.56 -115.50 -12.25 0.00 0.51
M 0.09 0.08 2.90 0.38 0.70 1.15

Age category 2 U 0.17 0.07 31.30 4.91 0.00 2.41
M 0.17 0.15 5.60 0.45 0.66 1.14

Age category 3 U 0.17 0.07 32.20 5.07 0.00 2.42
M 0.17 0.19 -5.50 -0.42 0.67 0.92

Age category 4 U 0.15 0.07 27.40 4.20 0.00 2.15
M 0.15 0.12 11.30 0.95 0.34 1.23

Age category 5 U 0.13 0.06 22.0 3.28 0.00 2.00
M 0.13 0.16 -10.00 -0.77 0.44 0.85

Age category 6 U 0.18 0.07 35.40 5.66 0.00 2.57
M 0.18 0.18 0.00 0.00 1.00 1.00

Age category 7 U 0.11 0.10 0.90 0.12 0.91 1.02
M 0.11 0.12 -5.80 -0.51 0.61 0.87

Statistics
Sample Pseudo R2 LR chi-2 p>chi-2 MeanBias MedBias B (%) R
Umatched 0.20 262.99 0.00 36.60 32.20 137.70 0.89
Matched 0.00 3.01 0.99 3.70 2.70 18.80 1.12

MeanBias/MedBias is the mean/median absolute standardized bias. B and R stands
for Rubin’s B and Rubin’s R.
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6.2 Propensity Score Matching: Treatment Effects

Several interesting observations emerge when examining the estimates on PIAAC-
scores in literacy, numeracy and problem solving (see Table 6). In the full
sample, the AEI participants are not exhibiting higher scores on any of the
components. Instead, they are statistically significantly worse at the ten per-
cent level in both numeracy and problem solving, compared to the matched
group, while the results in literacy are not statistically different.

In the subgroup analysis by gender, we find that the results for female partici-
pants are not statistically different, compared to non-participants. A different
picture emerges when studying male participants, whom performed significantly
worse across all three test components at the one percent significance level in
numeracy and problem solving, and at the five percent significance level in lit-
eracy. The results for the full sample are thus driven by the lower performance
of men, compared to non-participating men. This discrepancy will be discussed
extensively in section 7.1.

It is also possible to distinguish differences in performance based on the edu-
cation level attained before the start of the program. Those with lower educa-
tion are, like men, performing worse than their matched group of counterparts.
Meanwhile, those with better educational qualifications at the start of the pro-
gram do not distinguish themselves across the three components relative to their
matched counterparts. As outlined in the variable definitions in the appendix
section 9.10, low education is here defined as an upper secondary qualification
or less43 from the pre-reformed system, and could arguably be described as a
target group for the AEI (see section 9.2 in the appendix).

43ISCED 3A-B or less.
44High education is here defined as having studied at levels higher than upper secondary

qualification (ISCED 4 or more) as measured before 1997.
45Low education is here defined as an upper secondary qualification or less (ISCED 3A-B

or less) as measured before 1997.
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Table 6: PSM: Estimated Treatment Effects

MeanT MeanM Diff σT σM MSE t-statistic

Main specification
Literacy 264.20 268.68 -4.48 3.84 3.62 3.73 -1.20
Numeracy 262.36 269.65 -7.29 4.05 3.82 3.94 -1.85∗

Problem Solving 268.26 275.52 -7.26 3.97 4.65 4.31 -1.68∗

Female
Literacy 265.00 263.95 1.05 4.15 4.17 4.16 0.25
Numeracy 260.91 262.01 -1.10 4.47 4.94 4.71 -0.23
Problem Solving 266.66 268.50 -1.84 4.23 5.79 5.01 -0.37

Male
Literacy 262.26 280.17 -17.91 7.59 6.91 7.25 -2.47∗∗

Numeracy 265.85 288.23 -22.38 7.77 7.03 7.40 -3.02∗∗∗

Problem Solving 272.81 293.09 -20.28 8.37 6.15 7.26 -2.79∗∗∗

High Education44

Literacy 273.29 271.44 1.85 7.14 6.69 6.92 0.27
Numeracy 272.88 273.13 -0.25 6.62 7.73 7.18 -0.03
Problem Solving 274.24 274.93 -0.69 8.48 7.87 8.16 -0.08

Low Education45

Literacy 261.62 268.01 -6.39 4.05 4.50 4.28 -1.49
Numeracy 259.38 268.81 -9.43 4.51 4.68 4.59 -2.05∗∗

Problem Solving 266.46 275.67 -9.21 4.35 5.58 4.97 -1.85∗

∗∗∗ p < 0.01, ∗∗ p < 0.05, ∗ p < 0.1

T = Treated, M = Matched
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6.3 Outcome Comparison

The PIAAC data enables examination of how the treated and matched groups
differ over a wide range of outcomes46, as measured between 2011 and 2012 when
PIAAC was conducted. There is thus a follow-up period of some 9 to 15 years,
depending on when an individual participated in the AEI, and the year the indi-
vidual participated in PIAAC. The estimates for the full sample, and the male-
and female samples separately are found in Table 7 to 9 respectively. All criti-
cal values are Bonferroni corrected due to the large number of comparisons and
more arbitrary nature of the outcome variables (see section 9.6 in the appendix).

Examining first the labor market outcomes, no differences are found with re-
spect to unemployment incidence, hours worked per week, nor regarding having
attained paid work over the past five years. Interestingly though, the treated
group reports a significantly higher likelihood of working physically for long
periods at their current jobs, an effect driven by the female subgroup differ-
ences. Meanwhile, all the matched groups display significantly higher earnings,
both per hour and accumulated over a year.47 The higher wage levels, as mea-
sured per hour, of the matched groups may be partially explained by marginal
differences in the number of years of professional work experience. There are
no differences between the two groups with respect to educational outcomes.
Neither the level of the groups average top qualification, nor the average age
for when this qualification was obtained, is statistically different. Similarly,
the aggregated total years of schooling appear almost equal over the different
groups. Regarding social outcomes, an important variable is health, where the
treated group in the full sample (Table 7) reports significantly lower levels of
self-reported health. This effect is driven by the male sample, which reports
lower levels in health, statistically significant at the one percent level.

The preliminary48, findings based on the earnings data, will be explored further
in the results discussion. It will also be related to the more general question
of evaluative measures in education programs, and the importance of skills and
wages as outcome measures.

46For a detailed description of the outcome variables, see section 9.11 in the appendix.
47We only have access to earnings data in deciles, which is the reason why we refrain from

more thorough wage analyses of the type found in previous literature on the AEI.
48Due to only having access to deciles data on earnings.
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Table 7: Outcome Comparison

AEI Matched

Variable Mean S.E. Mean S.E. t-stat

Labor market outcome
Employed 1.38 0.06 1.29 0.05 1.27
Paid work last 5 years 0.90 0.02 0.92 0.02 -1.00
Working physically∗∗∗ 3.39 0.14 2.83 0.15 3.86
Hourly earnings interval∗∗∗ 4.47 0.20 5.80 0.23 -6.19
Hours work 36.77 0.68 38.16 0.81 -2.00
Yearly earnings rank∗∗∗ 3.31 0.10 3.91 0.12 -5.45
Years with paid work∗ 25.84 0.77 28.22 0.84 -2.96
Job satisfaction∗ 1.85 0.07 1.66 0.06 2.92

Education outcome
Education level 3.57 0.11 3.72 0.14 -1.20
Top qualification 7.11 0.25 7.38 0.29 -1.00
Age finishing top qualification 30.80 0.90 29.72 0.99 1.14
Total years of education 12.08 0.15 12.11 0.23 -0.16
Learning activities last year 2.29 0.06 2.17 0.05 2.18
Need more training 1.73 0.04 1.68 0.04 1.25

Social outcome
Health∗∗∗ 2.74 0.09 2.45 0.08 3.65
Trust few people 2.51 0.10 2.63 0.10 -0.80
No government influence 3.04 0.10 3.08 0.09 0.42
Partner 1.20 0.04 1.13 0.03 2.00
Children 2.40 0.10 2.50 0.10 -1.00
Born in country 1.16 0.03 1.15 0.03 0.33
Read books 3.37 0.11 3.35 0.11 0.18
Read news 4.51 0.07 4.56 0.06 -0.77
Volunteer work 1.72 0.09 1.66 0.08 0.71

The critical values are Bonferroni corrected, see the appendix section 9.6.
∗∗∗ p < 0.01, ∗∗ p < 0.05, ∗ p < 0.1
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Table 8: Outcome Comparison - Males

AEI Matched

Variable Mean S.E. Mean S.E. t-stat

Labor market outcome
Employed 1.46 0.12 1.22 0.08 2.40
Paid work last 5 years 0.85 0.05 0.93 0.04 -1.78
Working physically 3.22 0.28 2.74 0.25 1.81
Hourly earnings interval∗∗ 5.38 0.51 6.81 0.42 -3.08
Hours work 37.47 1.71 40.70 1.89 -1.79
Yearly earnings rank∗∗∗ 3.59 0.22 4.42 0.24 -3.61
Years with paid work 26.48 1.49 27.96 1.71 -0.93
Job satisfaction 2.03 0.12 1.77 0.10 2.36

Education outcome
Education level 3.29 0.20 3.55 0.25 -1.16
Top qualification 6.58 0.46 6.94 0.54 -0.92
Age finishing top qualification 26.68 1.62 24.42 1.43 1.49
Total years of education 11.67 0.30 11.71 0.42 -0.11
Learning activities last year 2.40 0.10 2.18 0.11 2.10
Need more training 1.75 0.07 1.66 0.07 1.29

Social outcome
Health∗∗∗ 2.96 0.17 2.20 0.16 4.61
Trust few people 2.73 0.19 2.51 0.17 1.22
No government influence 2.83 0.19 2.86 0.17 -0.17
Partner 1.10 0.05 1.17 0.06 -1.27
Children 2.32 0.20 2.41 0.20 -0.45
Born in country 1.17 0.05 1.14 0.05 0.60
Read books 2.85 0.20 2.65 0.21 0.98
Read news 4.67 0.11 4.49 0.13 1.50
Volunteer work 1.85 0.18 1.88 0.19 -0.16

The critical values are Bonferroni corrected, see the appendix section 9.6.
∗∗∗ p < 0.01, ∗∗ p < 0.05, ∗ p < 0.1
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Table 9: Outcome Comparison - Females

AEI Matched

Variable Mean S.E. Mean S.E. t-stat

Labor market outcome
Employed 1.35 0.06 1.32 0.06 0.50
Paid work last 5 years 0.92 0.03 0.92 0.03 0.00
Working physically∗∗ 3.45 0.17 2.87 0.18 3.31
Hourly earnings interval∗∗∗ 4.16 0.20 5.40 0.27 -5.28
Hours work 36.50 0.68 37.04 0.81 -0.72
Yearly earnings rank∗∗∗ 3.20 0.10 3.67 0.12 -4.27
Years with paid work∗ 25.60 0.90 28.34 0.94 -2.98
Job satisfaction 1.78 0.08 1.61 0.07 2.27

Education outcome
Education level 3.68 0.14 3.80 0.17 -0.77
Top qualification 7.31 0.29 7.57 0.35 -0.81
Age finishing top qualification 32.28 1.05 32.06 1.22 0.19
Total years of education 12.25 0.18 12.29 0.27 -0.18
Learning activities last year 2.25 0.07 2.17 0.06 1.23
Need more training 1.73 0.05 1.68 0.05 1.00

Social outcome
Health 2.65 0.11 2.55 0.10 0.95
Trust few people 2.43 0.12 2.69 0.12 -2.17
No government influence 3.11 0.11 3.17 0.11 -0.64
Partner∗∗∗ 1.24 0.04 1.10 0.03 4.00
Children 2.43 0.11 2.53 0.11 -0.91
Born in country 1.16 0.03 1.15 0.03 0.33
Read books 3.57 0.13 3.66 0.11 -1.13
Read news 4.42 0.09 4.60 0.07 -2.25
Volunteer work 1.66 0.10 1.56 0.08 1.11

The critical values are Bonferroni corrected, see the appendix section 9.6.
∗∗∗ p < 0.01, ∗∗ p < 0.05, ∗ p < 0.1
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6.4 Ordinary Least Squares

This section presents the results from estimating the effect of participation in
the AEI on performance in PIAAC using the OLS approach outlined in section
5.3. There are three specifications with controls corresponding to the covariate
vector Xi. The dependent variable is literacy (LIT), numeracy (NUM) and
problem solving (PSL) respectively. The results for the full sample are shown
in Table 10 below. The independent variable of primary interest is AEI partic-
ipation and while the coefficient is negative for all three specifications, it is not
significant. Thus, both when using PSM and OLS, AEI participants are not
found to have performed better in any of the three skill dimensions, compared
with non-participants.

Table 10: OLS Regression Estimates on PIAAC Scores

Variable LIT NUM PSL

AEI-Participation −5.32
(4.24)

−5.94
(4.21)

−5.21
(4.26)

Gender −1.79
(1.87)

−11.90
(1.80)

∗∗∗
−2.85
(1.76)

Highest education - mother 6.13
(1.86)

∗∗∗ 5.62
(2.08)

∗∗∗ 6.53
(1.90)

∗∗∗

Highest education - father 1.75
(1.63)

1.80
(1.83)

2.59
(1.33)

∗

Parents qualification 7.82
(2.18)

∗∗∗ 7.83
(2.30)

∗∗∗ 4.25
(1.96)

∗∗

Education level 4.96
(1.39)

∗∗∗ 6.80
(1.45)

∗∗∗ 5.94
(1.21)

∗∗∗

Low education −5.58
(1.34)

∗∗∗
−8.24
(1.48)

∗∗∗
−9.27
(1.14)

∗∗∗

Immigrant 17.77
(1.45)

∗∗∗ 18.56
(1.70)

∗∗∗ 9.93
(1.31)

∗∗∗

Children at home 0.05
(2.47)

0.23
(2.62)

−0.35
(2.75)

Age category 1 11.02
(18.35)

8.16
(15.31)

33.05
(36.06)

Age category 2 11.22
(18.90)

9.72
(15.23)

25.20
(36.09)

Age category 3 10.12
(18.66)

8.97
(15.54)

17.41
(36.70)

Age category 4 8.88
(18.10)

8.66
(15.04)

15.45
(36.33)

Age category 5 0.00
(17.72)

0.00
(14.85)

5.90
(36.03)

Age category 6 −1.89
(18.37)

0.78
(14.75)

0.00
(35.30)

Age category 7 −12.48
(18.23)

−5.55
(15.44)

−7.71
(36.06)

R-squared 0.16 0.14 0.27
Number of observations 3361 3361 3361

Standard errors reported in parenthesis.
∗∗∗ p < 0.01, ∗∗ p < 0.05, ∗ p < 0.1
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As is done in the PSM analysis, the OLS regression is also done for the two sub-
groups. The results are located in the appendix section 9.7. First, in Table 14,
the results are presented for the female and male sample respectively. Second,
in Table 15, the sample is split over high and low education level49 as attained
before the AEI.

The results with respect to gender are similar to the full specification, where
the estimated effects for AEI participants are not statistically significant in any
of the three skill dimensions. Noteworthy though, is that all estimates are
negative50 and the estimates for the male sample tend to be lower than for the
female sample. Also when dividing the sample over high and low education
level, results in line with the patterns found earlier emerge. Again for the
OLS estimates, there are no statistically significant estimates for the three skill
dimensions. However, as with the PSM-estimates, the low education sample
appears to produce lower estimates than the high education sample. For both
subgroup analyses, a clear majority of the remaining independent variables,
the age categories excluded, are highly significant. A further discussion on the
merits and shortcomings of the two estimation strategies in the AEI context is
provided in section 7.1 and 7.3.

49As explained in the data section 4.5.
50The t-statistics range from -0.62 to -1.49.
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7 Discussion

7.1 Results Discussion

Previous evaluations on the effects from participation in the AEI, discussed ex-
tensively in section 3.3, have focused on earnings and employment incidence,
without finding substantial positive effects. In cases where positive effects have
been found, most notably in the recent long-term study by Stenberg and West-
erlund [2015], the relative wage improvements from participation have been
limited to female participants. For men, previous research has not found signif-
icant positive effects on earnings or employment for AEI participants. Within
this context, and coupled with the knowledge of how rewards in the labor mar-
ket are driven by two factors, signalling and skills, we would expect to see no
markedly better performance in skill evaluations for AEI participants on the
whole, and if we would see any effect, it would likely be for women.

The results from the previous section show that AEI participants did not per-
form better in PIAAC compared to non-participants. Rather, the results for
participants are significantly lower at the ten percent level in both numeracy
and problem solving, and lower, but not statistically significantly so, in lit-
eracy. This is thus in line with expectations, based on the previous research
not showing general positive effects on earnings and employment. This new evi-
dence regarding skills is highly informative for the interpretation of the previous
economic studies examining the effects from participation in the AEI. We may
now contribute with an explanation for the absence of considerable labor market
rewards for participants - they do not exhibit higher skills than non-participants.

Considering that recent literature on the AEI has showcased positive effects on
earnings for females, it is motivated to investigate potential differences between
genders. This subgroup analysis on the skill dimension does indeed provide
interesting results. Female participants are on par with their matched coun-
terparts on all skill dimensions, the results of the treated and matched groups
are not statistically significantly different. The lower scores in the full sample
are instead driven by the performance of male AEI participants. On all three
skill dimensions, men participating in the AEI perform statistically significantly
worse, at the one percent level in two cases, and at the five percent level in one
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case, compared to the matched group of non-participating males with similar
characteristics. These two findings illustrate that women have fared relatively
better than men from participation, and suggests that the improved labor mar-
ket outcomes recently found in the literature could be explained by the relatively
higher skill levels that women exhibit. As our results for the male subgroup show
that their skill levels are below other males in the matched group, the absence
of labor market rewards for participants is not surprising.

The strong discrepancy between male participants and non-participants merits
further discussion. The matched group of male non-participants are doing well
on all three PIAAC components, specifically so in numeracy and problem solv-
ing. One concern that then arises is whether this result could be driven by the
matching process itself, namely, that the procedure worked better for the female
subgroup. Moreover, women are in majority both as AEI participants and UBS
recipients, leading to a larger share of females also in the overlap studied in
this paper51. Statistically, this should lead to a more representative sample of
females. In evaluating if the matching worked less well for males, it could be
useful to revisit the outcome comparisons in section 6.3.

An indicator of worse matching quality for the male subgroup would be that
there are relatively larger differences in the male outcome comparison. But this
is not the case. In the female subgroup, the participants and non-participants
are statistically different in five variables (Table 9) whereas the male partici-
pants and non-participants differ only in three variables (Table 8). This must
however be cautioned with the fact that the larger female sample also leads to
more precise standard errors. Both the male and female participants have lower
earnings at the time of PIAAC compared to their relative matched groups, with
the difference for the female group being even stronger. Furthermore, the fe-
male participants differ in two variables in a way that does not indicate that the
male matching worked less well. These are the variables capturing the degree
of working physically and the number of years with paid work, where the fe-
male AEI-participants are relatively more likely to work physically, and report
relatively fewer years of paid work. If anything, this would arguably make our

51As stated in the Data section, the overlap studied in this paper consists of 122 women
and 48 men.
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findings discussed above more robust, as the male participants and their coun-
terparts are not statistically significantly different.

Interestingly, male AEI participants report lower levels of health than non-
participants. Meanwhile, females are not statistically different relative to their
matched counterparts. As this study only match on time-fixed observables, this
might be a variable that not only tells a story in itself, where worse health affects
performance negatively, but also may serve as a proxy for other performance
influencing unobservables. Such unobservables could, for instance, be more se-
vere health issues, concentration issues, motivational factors or other troubles
that are not captured in the data set.

It is important to remember that the AEI was not introduced into a vacuum, it
was a policy added to a labor market with other options and structural elements
that resulted in idiosyncratic choice sets both before and after the introduction
of the program. The discrepancy discussed in above paragraphs could thus be
driven by the alternative decisions that non-AEI participating individuals made,
and this could help explain the differences in our results. As outlined in section
2, females entered into the AEI to a higher degree than men, and men entered
into labor market orientated programs to a higher degree than women. That the
clear majority of AEI participants were female, and that LMT programs were
generally skewed towards male dominated sectors, with a similar but inverted
ratio of participants by gender as the AEI, with men being in the majority,
shows that this was the case.

The male dominated LMT programs, available at the time of the AEI, were
more effective at leading to employment, compared to the female dominated
programs. The choice of program individuals faced, general or specific, is ar-
guably closely connected to the model by Heckman et al. [1999], in which indi-
viduals choose to enroll in a program only if the expected returns are positive.
If taken into account by the participants, it may have led to differences in terms
of the relative share of individuals with behavior characterized by moral hazard
for the men and women that entered into the AEI. This selection mechanism for
men might have worked in a two-fold manner, in that it could also be a factor
leading to higher results in the matched group of males. That group is likely to
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be the type of individuals of similar characteristics to AEI participants before,
as we have tried to make sure with our matching, but with better health and,
perhaps, other differences in unobservables, such as motivation.

One potential explanation for the results discrepancy is then that the males
that selected into the AEI were, to a relatively higher degree than for the fe-
male sample, a subgroup of males, perhaps with lower health and motivation,
and that may have been more prone to the issue of moral hazard.52 Because
of the differences in efficiency of the LMT programs, men arguably had better
choices regarding which program to enter. This may then, to a relatively higher
degree, have attracted men with certain characteristics into the AEI, compared
to women, that entered into the AEI to a larger extent.

Demonstrating subgroup heterogeneity of treatment effects is important as it
may result in useful insights for policy makers wishing to evaluate the efficiency
and effectiveness of the program. It provides the opportunity to leverage the ad-
ditional information, enabling identification of subgroups for which treatments
are effective and provide knowledge of how programs should be constructed so
to maximize positive effects. With this in mind, we furthermore find a relevant
discrepancy when we perform subgroup analyses based on the education with
which AEI participants entered the program. Those entering with lower educa-
tion are not performing as well as non-participants with similar characteristics.
Meanwhile, those that entered the program with relatively higher education are
performing as well as their counterparts.

The original idea with the AEI was to target the group with lower educational
qualification.53 The results of this study show, however, that members of this
target group were the ones that benefited the least from participation in terms
of increasing their skills. This is essential knowledge in a policy evaluation and
it raises the question of whether the program was less well suited to the group
with lower educational qualifications. Moreover, in highlighting whether the
program was structured in an ideal way for accomplishing the goals that were
set out, such findings may improve future policies. In particular, it should have

52Moral hazard is discussed more extensively in relation to the UBS grant in the general
discussion.

53This is discussed in the background section, and in appendix section 9.2.
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the potential to enhance the structure of the updated version of the AEI, which
is set to be implemented in the near future, and similar initiatives.

Matching as a strategy to control for covariates is motivated by the condi-
tional independence assumption (Angrist and Pischke [2008]), and, ultimately,
matching amounts to covariate-specific treatment-control comparisons, weighted
together to produce a single overall average treatment effect. The causal inter-
pretation of the OLS regression coefficient is based on the same conditional
independence assumption. Matching and OLS are thus both control strategies
and because the core assumption underlying causal inference is the same, it is
worth asking to what extent the two approaches actually differ.

Angrist and Pischke [2008] argue that regression can be thought of as a partic-
ular kind of weighted matching estimator, and therefore the differences between
regression and matching estimates are unlikely to be of major empirical impor-
tance. The regression estimate differs from the matching estimate only in the
weights used to combine the covariate-specific effects, δX , into a single average
effect. In particular, while matching uses the distribution of covariates among
the treated to weight covariate-specific estimates into an estimate of the effect
of treatment on the treated, regression produces a variance-weighted average of
these effects. Heckman and Vytlacil [2005] state that "all average causal effect
estimators can be interpreted as weighted averages of marginal treatment ef-
fects whether generated by matching, regression, or local instrumental variable
estimators."

As in the PSM, our OLS estimates show no significant differences for the full
sample of AEI participants, further strengthening the robustness of the finding
that AEI participants in general do not exhibit better results on PIAAC than
non-participants, in the long run. This also holds true with respect to the fe-
male subgroup, that also when using OLS, do not perform significantly better
or worse than their matched counterparts. Although the point estimates are in
the same direction, and demonstrating similar patterns with respect to hetero-
geneous treatment effects by gender and pre-program education levels, the OLS
results yield no significant results for the subgroup analyses based on males and
those with low education level. However, the results for the high education level
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participants are the same as in the PSM analysis.

The discrepancy between the PSM and OLS results could originate in either
model being misspecified. However, PSM has considerable merits when used
correctly, and particularly in the context of this study. Even though there is no
asymptotic efficiency gain from the use of estimators based on the propensity
score, there will often be a gain in precision in finite samples (Angrist and Hahn
[2004]), which is of empirical significance. Importantly, when using propensity
score matching, it is essential to use prior knowledge for dimension reduction.
This is what drives the improvement in finite-sample behavior, and it requires
reducing the dimensionality of the matching problem in a manner that has em-
pirical consequences (Angrist and Pischke [2008]). We have aimed to do so in
our evaluation strategy, through the extensive knowledge about the AEI that is
available.

Furthermore, Morgan and Winship [2007] show that matching significantly out-
perform OLS models should a linear relation be employed when the true func-
tional form is nonlinear. This is especially the case when there is a poor overlap
in covariates, something the common support analysis highlighted as being the
case before matching, as seen in Figure 2 (the top left graph), a situation when
traditional parametric methods such as OLS struggle (Bryson et al. [2002]). The
OLS results in this paper are thus likely to be sensitive to the linearity assump-
tion. Our OLS specifications still remain linear, however, due to two reasons.
First, we want the results from the two approaches to be as comparable as pos-
sible. Second, economic theory is ambiguous about whether any nonlinear OLS
forms are to be imposed, and if so on which variables. We thus argue that the
PSM estimates are likely to be more relevant for this paper.

7.2 General Discussion

A skilled and broadly educated population enables higher productivity. It also
creates a more adaptable labor force for the future. Sweden, like many devel-
oped nations, is seeing a shift in the demographic structure towards a higher
share of elderly people. This is driven both by fertility rates that are lower than
the replacement rate and increased longevity. The new demographic structure
puts an increased strain on the social welfare systems, particularly in coun-
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tries such as Sweden, that have strong support systems for the unemployed and
generous leave policies. The age-dependency ratio, the number of working age
people supporting the rest of the population, is worsening. It is not far fetched
to consider that adjustments such as increased or indexed retirement age will be
introduced. Indeed, these proposals are being put forward by economists and,
more tentatively, politicians. Such changes, coupled with the effect that tech-
nological development has had on the labor market, will require people to learn
new skills. Especially skills of a cognitive nature, making them more adaptable
to different types of jobs and tasks.

A well functioning adult education system, and programs aimed at improv-
ing the human capital of the entire population, are thus essential for making
sure that the country has a workforce capable of sustaining its social systems.
Wages may be an insufficient indicator to evaluate these programs, as the fu-
ture restructuring of the labor market is not always taken into account in hiring
decisions focused on the near-term, making it important to also examine actual
skills, and especially those of more general character. Our findings regarding
differences in wage outcomes (see section 6.3) between the groups further em-
phasize the importance of including measures of skills in evaluations of this type.
The female AEI participants in our analysis perform as well as their counter-
parts on the measured skill dimensions, but report significantly lower earnings.
This points to potential heterogeneous effects also depending on the evaluation
measure used, skills or wages. The caveat here, as mentioned in section 6.3, is
that we only have access to earnings data in deciles, but this is something that
would be interesting to explore with more precise data in future research.

Policies aimed at affecting the skills of the population can reduce wage inequality
and enable people to better contribute to the productivity of societies. In some
countries, gains can be made from making the skills distribution more equal,
but that requires human capital investments. In a world where high-level skills
are increasingly in demand, it is especially important to invest in skills of cer-
tain subgroups that might otherwise be left trailing, such as people from lower
socio-economic backgrounds, and migrants. In Sweden, with the high influx of
low-skilled migrants in recent years, this is of particular relevance.54 It would

54This is highlighted in a recent report, see OECD [2016b].
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be interesting to investigate how the immigrant subgroup fared in the AEI.
About twenty percent of AEI participants had immigrant backgrounds. There-
fore, with our overlap of 170 individuals, we do not have a big enough sample,
as the immigrant subgroup is not homogeneous, and would need to be analyzed
over subgroups of pre-program qualifications, origin and gender, for meaningful
conclusions to be drawn. Still, this is an interesting area for future research, and
a question which should be easier to study as more PIAAC waves are conducted.

It is important to remember that most evaluations of the AEI identifies program
participants with data on the UBS grant. UBS recipients were, however, not the
only type of AEI participants (see Table 2 in section 4.1 for more information on
the characteristics of UBS recipients) and differ from other participants in two
important dimensions. First, the UBS recipients were most likely unemployed
to a larger extent before the program55, as compared to other participants.
Second, those who were awarded UBS grants are those that received the most
funding, corresponding to full unemployment benefits and with no requirements
in terms of repayment. The UBS recipients are thus the group of individuals
that took the smallest financial risk56, and this may have affected motivation
from a moral hazard perspective.57 This can be contrasted with the types of
funding that other AEI participants had, such as SVUX, regular student fund-
ing and self-financed individuals, which required individuals to pay more out of
their own pocket in order to finance their studies. At the same time, that the
UBS recipients to a higher extent are unemployed might also serve as a motivat-
ing factor, which could potentially bias the estimated treatment effects upwards.

Differences in the way that individuals finance their studies may affect moti-
vation and performance in the classroom. This, and discrepancies regarding
the education that individuals entered the AEI with, which would affect per-
formance, are interesting to consider from the point of ability grouping. In
adult education, little is known about the effects from ability grouping, or lack

55As this was an eligibility requirement for the UBS grant, see section 9.2 in the appendix.
56At least in terms of the funding that they received, it could be argued that these are

individuals that live with smaller margins in terms of income shortfall, and with lower savings.
57As outlined in the previous section, Heckman et al. [1999] present a model in which the

choice of enrolling or not enrolling in a program in period k is assumed to depend on expected
future economic returns. In theory, any individual will enroll if, and only if, such returns are
expected to be positive. What distinguishes the AEI is, however, that the UBS grant ensures
positive returns from day one, and without financial risk.
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thereof. Even in regular education, the findings regarding its effectiveness are
inconclusive. Theoretically, one might think that the people targeted primar-
ily and initially by the AEI, low-skilled individuals that have not performed
well previously in schooling environments, may be especially sensitive to class-
room dynamics, and become adversely affected in, for example, situations where
progress goes too fast, causing certain individuals to fall behind. On the other
hand, it is also possible that classroom dynamics worked well, and that better
performing individuals made the learning experience more beneficial for every-
one. It is worth remembering that due to the significant budget allocation, no
individuals were turned away from participating in the AEI, and about half a
million people entered the program, also those with higher skills than the main
target group. The within-classroom composition, and how it affected group-
and learning dynamics, is unknown. But it is worth taking into consideration,
especially due to the heterogeneity in treatment effects found in this paper.

7.3 Limitations

The estimation methods used in this paper ignore the impact a program may
have had on the outcomes and behavior of non-participants. These effects,
known as general equilibrium effects, are of two kinds in the context of the AEI:
i) an increase in labor supply through making previously inactive individuals
active on the labor market, and ii) a change in the composition of the labor
supply where the relative share of medium-skilled58 workers, to the detriment
of low-skilled non-participants, increased. Considering the scale of the AEI, it
is possible that it was indeed accompanied by such general equilibrium effects.
If so, it would strengthen our conclusions from the previous section, as non-
participants’ performance on PIAAC would, if anything, be biased downwards.
This would imply that the conclusions regarding the differences between partic-
ipants and non-participants are more robust.

One limitation in this paper is the size of the overlap between the AEI and
PIAAC, which consists of 170 individuals. As new waves of PIAAC are imple-
mented, the number of people that participated in the AEI and PIAAC will
increase. Ideally, we would have wanted a larger sample so as to increase the

58Under the common definition discussed in section 2.1., where medium-skilled corresponds
to having completed upper secondary education.
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external validity and precision of our findings. Due to the statistical methods
involved in selecting participants for PIAAC, and the absence of self-selection
into the survey, the group size in itself is, however, unlikely to lead to a biased
sample. In total, although being a relatively small sample, it may be considered
a random sample of AEI participants with UBS.

A more minor caveat is that the response rate for the original RBT sample59,
which is used in the stratified selection from the overall population, is marginally
lower for participants from Stockholm, where estimated treatment effects from
participation in the AEI on labor market outcomes has previously been found
to be slightly higher.60 This could in theory bias the treatment effects, but the
difference in response rate is less than 10 percentage points, which would on
average result in a few more respondents from other regions relative to Stock-
holm, in comparison with the actual AEI sample. Furthermore, as can be seen
in Table 2 in section 4.1, a somewhat lower degree of participants financed their
studies using UBS grants in large cities, compared to other parts of Sweden.
Due to that the effect found in previous research is relatively small, and the
fact that the difference in response rate is below 10 percentage points, this is
unlikely to have resulted in significant bias.

Another important consideration is how well PIAAC measures the intended
learning outcomes of the AEI, which in turn depends on the courses studied.
There is a very good overlap in terms of the types of courses that were most
common in the AEI (computer science, Swedish and mathematics, see Table
1 in section 2.1) and the skill dimensions measured by PIAAC (literacy, nu-
meracy and problem solving in technology rich environments). However, this
study lacks data about the actual coursework for the treated individuals in our
sample. This, combined with the aforementioned sample size issue could bias
the treatment estimates downwards if the treated individuals in our sample do
not adequately represent the overall distribution in terms of studied courses.

Similar to regression analysis, matching is a heavily data-dependent technique,
and the precision of our estimates could be improved with enhanced data on

59See Table 16 in section 9.9 in the appendix.
60See both Stenberg [2002] and Stenberg and Westerlund [2015], no effect is found in Stenberg

[2003].
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the individuals. Although PIAAC is an exceptionally rich data source in some
aspects, it lacks some, arguably important, information, for the purposes of
this paper. First and foremost, this concerns one of the formal requirements
regarding eligibility for the AEI, found in section 9.2 in the appendix. Although
containing thorough information on individuals’ professional history, the data
provides no detail as to participants employment situation in the years prior to
the AEI. And while using the UBS grant to identify participants, ensuring that
the treated group was indeed unemployed before the start of the program, we
lack information on this key aspect for non-participants. If this is not captured
by the vector of covariates Xi used for matching, the estimated treatment effects
are likely to be downward biased for AEI participants, relative to the matched
group.

Furthermore, the lack of unemployment data prior to program enrollment, may
bias treatment effects if skills measured in PIAAC were also improved in the
types of jobs that were undertaken, and if the nature and extent of these effects
vary. A similar argument can be made with respect to the absence of data
on the grades individuals attained in primary and upper secondary school, al-
though this is more likely to be better captured by the covariates. Data on both
employment history and grades is available in Sweden, which collects micro data
of high quality, but which we did not have access to in this study.

Similarly, even after matching, there may still be additional differences in the
characteristics between treated individuals and their matched counterpart, that
PIAAC does not allow us to capture with our empirical strategy. The situation
would have been enhanced with data on, for instance, motivation and health, as
measured before the AEI. Differences in such characteristics may lead to either
over or underestimation of treatment effects. In order to causally interpret the
estimated effects, one has to assume that mechanisms of that sort would not
induce systematic differences with respect to the performance in PIAAC. This
would arguably be a strong assumption to make. Even after considering the
quality of the matching analysis, and the similarities between the two groups
holding employment status, education- and social outcomes in mind, not in-
cluding such covariates could have a significant impact on the estimates. Most
likely, the estimates for the treated group presented in this paper are in such
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case downward biased relative to the matched group.

Lastly, while our data provides information about whether an individual partic-
ipated in the AEI, it does not specify the exact year of enrollment between 1997
and 2002. Constructing all pre-treatment variables as measured in 1997, an is-
sue of precision could arise for those individuals who in fact entered the program
in, for instance, 2001. However, as can be seen in Table 2 in section 4.1, the
number of UBS recipients entering the program is heavily skewed towards the
period between 1997 and the fall of 1999. Thus, although remaining an issue,
it is unlikely to be of major significant importance. Again, this is information
that exists, but that is out of reach for this paper due to data availability.
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8 Conclusion

We investigate whether AEI participants exhibit better skill-levels than non-
participants in the long run. Adequate evaluation of educational programs
require two important parts: i) understanding if and how such investments
translates into skills and ii) investigating how those skills relate to economic
outcomes. The current literature on adult education, and the AEI in particular,
fails to do so. It usually takes i) as a fact, and focuses on ii). This leads to
incomplete recommendations. Without knowing the channels through which an
educational program operates, we cannot draw as informed conclusions on its
shortcomings or merits.

Our results relate to the existing literature, which has found no overall effects
on wages and employment, in that it finds that AEI participants do not per-
form better in the skills measured in PIAAC than non-participants. We can
now, for the first time, pin down a possible reason behind the previous results
in the literature regarding wages and employment incidence: the participants
do not perform better in the the literacy-, numeracy- and problem solving skills
components of PIAAC. Furthermore, the heterogeneity of treatment effects with
respect to gender outcomes, with women doing better in terms of labor mar-
ket outcomes, is through the results presented in this paper now potentially
attributable to the heterogeneity with respect to cognitive skills. Moreover, the
performance discrepancy found on educational qualifications before entering the
program has important implications for future policy design, especially in terms
of how the main target group fared. Lastly, this evaluation enhances the un-
derstanding of the human capital production function, with respect to adult
education. In order to solidify the policy implications, future research would do
well to incorporate more of the variables discussed in the limitations section.
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9 Appendix

9.1 Project Review

This project has been conducted with financial support from IFAU to pay for
the data processing that Statistics Sweden conducted and for the two binary
variables regarding participation in the AEI and Komvux to be added to the
PIAAC data. The written application in order to attain this data was filed by
our supervisor Erik Mellander at IFAU, and was approved on March 2nd, 2016.
The data was made accessible remotely through Statistics Sweden’s MONA
database. In writing this thesis, we wrote our code for the analysis based on the
PIAAC public use file, with the addition of two noise-induced dummies related
to AEI and Komvux participation. This code was then sent to IFAU for running
against the restricted use file, which included the same two binary variables, but
without noise. This is similar to the approach that non-American researchers
must undertake when analyzing U.S. data. Non-Americans are allowed to access
a U.S. PIAAC synthetic restricted use file to prepare code for the analysis, which
can then be sent in for analysis on the actual U.S. RUF file.

9.2 Eligibility for Adult Secondary Education and the AEI

Applicants for adult secondary education were accepted based on two statues
with partially different orders of priority. The order of priority is stated in the
statue of municipal adult education SFS 1992:403:

The selection should particularly consider if an applicant

– has a short previous education,

– needs the education for planned or ongoing professional duty or
is faced by a career choice,

– needs the education to supplement a reduced program from the
upper secondary school or for other supplementing eligibility, or

– can complete the studies that the applicant has started according
to an established study plan.
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The statue of state funds for specific investments in adult education SFS 1998:276
(Kunskapslyftsförordningen) gives priority to some applicants:

§ 9 ...priority should be given in the order specified in point 1-3 to
an applicant missing or with insufficient skills in such knowledge
that is required for a leaving certificate from adult upper secondary
education or corresponding education, if the applicant:

1 is unemployed or participates in a labor market program and
is a registered job seeker within the public employment office
according to the rules set down by the National Labor Market
Board,

2 is employed and the employer by an arrangement with the local
labor organization has committed to employing someone who,
in at least the same proportion as the applying employed, is
long-term unemployed and who has been assigned by the public
employment office, or

3 is laid off from his or her work place or is threatened by unem-
ployment.

10 § Regarding selection between applicants within any of the groups
stated in § 9 or between other applicants the regulations of selection
in the statue of municipal adult education or in the statue of adult
state schools should apply.

9.3 Summary Statistics

This section provides summary statistcs for the covarite vector Xi. For defini-
tions of the included covariates, see section 9.10.
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Table 11: Summary Statistics for Xi - Full Sample Excluding AEI Participants

Variable Observations Mean Standard Deviation

Gender 3191 1.459 0.498
Highest education - mother 3191 1.812 0.838
Highest education - father 3191 1.786 0.812
Parents qualification 3191 1.969 0.917
Education level 3191 0.810 1.023
Low education 3191 0.611 0.856
Immigrant 3191 1.176 0.380
Child at home 3191 0.178 0.383
Age category 1 3191 0.564 0.496
Age category 2 3191 0.066 0.248
Age category 3 3191 0.067 0.251
Age category 4 3191 0.068 0.251
Age category 5 3191 0.065 0.246
Age category 6 3191 0.067 0.250
Age category 7 3191 0.103 0.304

Table 12: Summary Statistics for Xi - AEI Participants

Variable Observations Mean Standard Deviation

Gender 170 1.718 0.451
Mother - highest education 170 1.364 0.671
Father - highest education 170 1.442 0.713
Parents qualification 170 1.547 0.871
Education level 170 0.941 1.053
Low education 170 0.700 0.883
Immigrant 170 1.700 0.584
Child at home 170 0.400 0.491
Age category 1 170 0.094 0.293
Age category 2 170 0.165 0.372
Age category 3 170 0.171 0.377
Age category 4 170 0.153 0.361
Age category 5 170 0.129 0.337
Age category 6 170 0.182 0.387
Age category 7 170 0.106 0.309
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9.4 Proof: Propensity Score Theorem

Proof: Show that P [Di = 1∣Yji, p(Xi)] does not depend on Yji for j = 0,1 ∶

P [Di = 1∣Yji, p(Xi)] = E[Di∣Yji, p(Xi)]

= E {E[Di∣Yji, p(Xi),Xi]∣Yji, p(Xi)}

= E {E[Di∣Yji,Xi]∣Yji, p(Xi)}

= E {E[Di∣Xi]∣Yji, p(Xi)} ,by the CIA.

However, E {E[Di∣Xi]∣Yji, p(Xi)} = E {p(Xi)∣Yji, p(Xi)}, which is = p(Xi)
(Angrist and Pischke [2008]).

9.5 Balancing Test after Matching

Table 13: Balancing Comparison - After Matching

Mean t-test

Variable Treated Matched Bias (%) t p-value V (t)
V (c)

Gender 1.72 1.70 3.70 0.36 0.72 0.94
Highest education - mother 1.36 1.34 2.70 0.28 0.78 0.99
Highest education - father 1.44 1.46 -2.00 -0.20 0.85 0.92
Parents qualification 1.55 1.53 2.00 0.19 0.85 1.07
Education level 0.94 0.93 1.10 0.11 0.92 1.11
Low education 0.70 0.72 -2.70 -0.25 0.80 1.07
Immigrant 1.70 1.70 0.00 0.00 1.00 0.97
Children at home 0.40 0.40 0.00 0.00 1.00 1.00
Age category 1 0.09 0.08 2.90 0.38 0.70 1.15
Age category 2 0.17 0.15 5.60 0.45 0.66 1.14
Age category 3 0.17 0.19 -5.50 -0.42 0.67 0.92
Age category 4 0.15 0.12 11.30 0.95 0.34 1.23
Age category 5 0.13 0.16 -10.00 -0.77 0.44 0.85
Age category 6 0.18 0.18 0.00 0.00 1.00 1.00
Age category 7 0.11 0.12 -5.80 -0.51 0.61 0.87

Statistics
Pseudo R2 LR chi-2 p>chi-2 MeanBias MedBias B R
0.006 3.01 0.99 3.70 2.70 18.80 1.12
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9.6 Bonferroni Correction

The Bonferroni correction is a multiple comparison correction which applies if
several dependent or independent statistical tests are performed simultaneously.
In such cases, the significance level α is lowered to account for the number of
comparisons being done, to avoid spurious positives. As outlined in Wallenstein
et al. [1980], the conservative critical value for the t-statistics is then attained
from the t-distribution, but using a significance level of α/n, where n is the
number of comparisons between groups to be done. Deriving the Bonferroni
correction follows from Boole’s inequality, see e.g. Goeman and Solari [2014]).

For an intuitive explanation of why Bonferroni correction needs to be applied,
consider the following example outlined in Bland and Altman [1995]. If perform-
ing a large number of significance tests, interpretation will become increasingly
difficult, because if continuing testing long enough, something will eventually
be found "significant". Thus, one should be cautious in attaching too much
consideration into a single significant result among a range of non-significant
results. It could simply be the one in twenty which we anticipate merely by
chance. For instance, consider testing a null hypothesis which is, in fact, true,
and using 0.05 as the critical significance level. The probability of ending up
with a correct conclusion (in this case not significant) is then 0.95. Next, test-
ing two independent nulls, neither test will be significant at the probability of
0.95∗0.95 = 0.90. Ultimately, in the case of testing twenty such hypotheses, nei-
ther test will be significant at 0.9520 = 0.36 probability. Thus, the probability
of getting at least one significant result is 1 − 0.36 = 0.64. With other words, in
the end we are more likely to find a significant result, than we are not.
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9.7 OLS Subgroup Estimates

Table 14: OLS Estimates on PIAAC Scores - Gender Differences
Female Male

Variable LIT NUM PSL LIT NUM PSL

AEI-participation −3.59
(4.54)

−3.08
(4.98)

−6.06
(4.51)

−8.41
(7.24)

−11.05
(7.43)

−5.13
(8.00)

Highest education - mother 6.21
(3.17)

∗ 6.78
(3.52)

∗ 7.37
(2.95)

∗∗ 6.11
(2.40)

∗∗∗ 5.01
(2.74)

∗ 6.27
(2.46)

∗∗∗

Highest education - father −0.08
(2.17)

0.32
(2.44)

−0.84
(1.71)

3.65
(2.33)

3.42
(2.67)

5.86
(2.13)

∗∗∗

Parents qualification 10.56
(3.30)

∗∗∗ 9.33
(3.31)

∗∗∗ 5.81
(2.74)

∗∗ 5.09
(2.86)

∗ 5.86
(3.50)

∗ 2.36
(2.71)

Education level 3.57
(2.58)

3.66
(2.85)

4.90
(2.07)

∗∗ 5.86
(1.61)

∗∗∗ 8.69
(1.69)

∗∗∗ 6.41
(1.57)

∗∗∗

Low education −4.47
(2.55)

∗
−5.99
(2.71)

∗∗
−7.18
(2.36)

∗∗∗
−6.48
(1.72)

∗∗
−9.09
(1.86)

∗∗∗
−10.15
(1.76)

∗∗∗

Immigrant 19.87
(2.46)

∗∗∗ 21.19
(2.67)

∗∗∗ 11.25
(1.85)

∗∗∗ 16.00
(2.10)

∗∗∗ 16.42
(2.29)

∗∗∗ 8.86
(1.81)

∗∗∗

Children at home −4.79
(4.35)

−3.74
(4.22)

−0.68
(4.42)

2.64
(3.11)

2.33
(3.71)

−0.97
(3.43)

Age category 1 13.12
(136.47)

6.20
(111.81)

43.00
(189.28)

10.47
(24.73)

8.28
(18.52)

25.02
(46.16)

Age category 2 16.90
(136.42)

9.06
(111.78)

38.94
(189.06)

8.61
(25.47)

8.87
(19.13)

14.50
(46.58)

Age category 3 14.34
(136.70)

9.34
(112.34)

27.85
(188.10)

8.03
(24.79)

6.89
(19.04)

8.87
(46.65)

Age category 4 21.67
(136.51)

17.67
(111.76)

28.51
(188.20)

1.02
(24.81)

0.89
(18.61)

5.47
(46.20)

Age category 5 1.71
(135.96)

−2.00
(111.29)

13.49
(188.84)

0.00
(24.38)

0.00
(18.01)

0.00
(46.41)

Age category 6 0.00
(135.33)

0.00
(110.69)

9.90
(188.77)

−2.22
(24.31)

−0.29
(17.90)

−7.40
(46.68)

Age category 7 −11.44
(136.50)

−6.91
(112.08)

0.00
(188.32)

−12.13
(24.60)

−13.55
(45.89)

−5.21
(4.26)

R-squared 0.20 0.15 0.27 0.14 0.11 0.28
Number of observations 1774 1774 1774 1587 1587 1587

Standard errors reported in parenthesis.
∗∗∗ p < 0.01, ∗∗ p < 0.05, ∗ p < 0.1
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Table 15: OLS Estimates on PIAAC Scores - Education Differences
High Low

Variable LIT NUM PSL LIT NUM PSL

AEI-participation −0.08
(7.76)

−0.65
(7.27)

1.17
(8.18)

−6.30
(4.66)

−7.22
(4.94)

−6.97
(4.94)

Gender −2.70
(4.01)

−15.48
(4.48)

∗∗∗ 0.99
(3.48)

−0.65
(2.06)

−9.95
(2.08)

∗∗∗
−3.32
(1.95)

Highest education - mother 1.14
(4.17

1.80
(4.96)

7.92
(3.63)

∗∗ 7.00
(2.06)

∗∗∗ 6.37
(2.22)

∗∗∗ 6.06
(2.26)

∗∗∗

Highest education - father −0.79
(3.82)

−0.01
(4.42)

4.01
(3.62)

2.14
(1.85)

2.12
(1.95)

2.12
(1.60)

Parents qualification 4.41
(4.23)

2.49
(4.73)

−2.13
(4.15)

8.50
(2.47)

∗∗∗ 8.75
(2.57)

∗∗∗ 5.80
(2.36)

∗∗

Low education −10.42
(2.16)

∗∗∗
−14.82
(2.35)

∗∗∗
−13.39
(1.94)

∗∗∗ 12.63
(5.10)

∗∗∗ 17.09
(5.72)

∗∗∗
−9.27
(1.34)

∗∗∗

Immigrant 10.97
(3.29)

∗∗∗ 10.79
(4.06)

∗∗∗ 2.99
(3.01)

18.99
(1.72)

∗∗∗ 19.98
(2.02)

∗∗∗ 11.13
(1.52)

∗∗∗

Children at home 3.80
(4.14)

4.28
(4.47)

5.98
(3.55)

∗
−3.02
(3.10)

−3.32
(3.54)

−4.72
(3.63)

Age category 1 18.88
(119.67)

10.91
(71.47)

34.10
(210.78)

−1.73
(68.42)

−4.48
(59.11)

32.71
(142.95)

Age category 2 19.01
(119.79)

14.60
(71.50)

24.36
(210.78)

−0.94
(68.12)

−2.74
(58.58)

26.23
(142.96)

Age category 3 11.24
(120.22)

4.89
(72.13)

12.61
(210.98)

1.97
(69.24)

2.24
(59.84)

21.27
(143.27)

Age category 4 10.90
(120.18)

7.59
(72.18)

8.52
(210.46)

0.00
(68.15)

0.00
(58.55)

21.42
(142.67)

Age category 5 0.58
(120.18)

−2.60
(71.89)

2.75
(209.98)

−6.35
(68.07)

−6.13
(58.36)

9.29
(142.70)

Age category 6 0.00
(119.77)

0.00
(71.60)

0.00
(210.05)

−11.14
(68.97)

−9.28
(59.45)

0.00
(142.12)

Age category 7 −5.09
(120.50)

−1.96
(72.68)

−5.02
(211.23)

−22.93
(67.97)

−15.60
(58.51)

−8.74
(142.77)

R-squared 0.13 0.15 0.23 0.18 0.15 0.27
Number of observations 3361 3361 3361 3361 3361 3361

Standard errors reported in parenthesis.
∗∗∗ p < 0.01, ∗∗ p < 0.05, ∗ p < 0.1

9.8 Jackknife Resampling

PIAAC uses a statistical method called Jackknife resampling. It is similar to
bootstrapping in that it involves resampling, but instead of sampling with re-
placement, the method samples without replacement. The Jackknife samples
are selected by taking the original data vector and deleting one observation from
the set. Thus, there are n unique Jackknife sample and the ith Jackknife sample
vector is defined as:

X[i] = {X1,X2, ...,Xi+1, ...,Xn−1,Xn}
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The ith Jackknife Replicate is defined as the value of the estimator s(.) evaluated
at the ith Jackknife sample.

θ̂(i) ∶= s(X[i])

The Jackknife Standard Error is defined as:

SE(θ̂jack) = {n − 1

n

n

∑
i=1

(θ̂(i) − θ̂2(.)}
2

,

where θ̂(.) is the empirical average of the Jackknife replicates:

θ̂(.) =
1

n

n

∑
i=1
θ̂(i)

9.9 Further Notes on PIAAC

Table 16: Participation Rates for Original RTB Sample

Group Share responding (%)

Total 46.5
Female 46.9
Male 46.1
16-25 years 46.9
26-35 years 44.3
36-45 years 44.0
46-55 years 47.5
56-65 years 50.0
Lives in Stockholm 38.9
Lives in other regions 48.7
Pre upper-secondary school education 41.8
Upper-secondary school education 42.5
Post upper-secondary school education 55.9
Born in Sweden 47.0
Born abroad 44.2

Source: Larsson and Eriksson [2013]
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Table 17: Mean Proficiency in Literacy and Numeracy, and the Percentage
Scoring at Level 2 or 3 in Problem Solving in Technology Rich Environments

Country Literacy Numeracy Problem-solving

Australia 280 268 38
Austria 269 275 32
Canada 273 265 37
Cyprus 269 265 -
Czech Republic 274 276 33
Denmark 271 278 39
England/N. Ireland (UK) 272 262 35
Estonia 276 273 28
Finland 288 282 42
Flanders (Belgium) 275 280 35
France 262 254 -
Germany 270 272 36
Ireland 267 256 25
Italy 250 247 -
Japan 296 288 35
Korea 273 263 30
Netherlands 284 280 42
Norway 278 278 41
Poland 267 260 19
Slovak Republic 274 276 26
Spain 252 246 -
Sweden 279 279 44
United States 270 253 31
Average 273 269 34

Source: OECD [2013]

87



ICT use from BQ

No computer
experience

Some computer
experience

Core 4L+4N

CBA-Core
Stage 1: ICT

CBA-Core
Stage 2: 3L+3N

Literacy 20 tasks Numeracy 20 tasks

Components

Numeracy stage
1 (9 tasks) stage

2 (11 tasks)

Literacy stage 1
(9 tasks) stage
2 (11 tasks)

PS in TRE

Literacy stage 1
(9 tasks) stage
2 (11 tasks)

Numeracy stage
1 (9 tasks) stage

2 (11 tasks)
PS in TRE

pass

fail

pass pass

fail

fail

pass

Figure 4: PIAAC Main Study Assessment Design
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9.10 Covariate Definitions

Table 18: Detailed Description of Covariates Included in Vector Xi

Variable Definition

Gender Binary variable: If male then 1, if female then 2

Immigrant Binary variable: If first or second generation immigrant, then 1, otherwise 0

Parents qualification Categorical variable: If neither parent has attained upper secondary, then 1,
if at least one parent has attained secondary and post-secondary (non-tertiary),
then 2, if at least one parent has attained tertiary, then 3

Highest education - mother Categorical variable: If observation’s mother or female guardian’s highest
educational qualification corresponds at maximum to ISCED 2, then 1,
to ISCED 4, then 2, to ISCED 6, then 3

Highest education - father Categorical variable: If observation’s father or male guardian’s highest
educational qualification corresponds at maximum to ISCED 2, then 1,
to ISCED 4, then 2, to ISCED 6, then 3

Education level Categorical variable: If observation by the year 1997 has attained 0 to 9
years of schooling, then 1, 10-12, then 2, more than 12, then 3, otherwise 0

Low education Binary variable: If observation by the year 1997 has attained no more
than an upper secondary school degree, then 1, otherwise 0

Children at home Binary variable: If observation by the year 1997 has a child between
the age of 0 to 18, then 1, otherwise 0

Age category 1 Binary variable: If 35 < age <= 39, then 1, otherwise 0

Age category 2 Binary variable: If 39 < age <= 43, then 1, otherwise 0

Age category 3 Binary variable: If 43 < age <= 47, then 1, otherwise 0

Age category 4 Binary variable: If 47 < age <= 51, then 1, otherwise 0

Age category 5 Binary variable: If 51 < age <= 55, then 1, otherwise 0

Age category 6 Binary variable: If 55 < age <= 60, then 1, otherwise 0

Age category 7 Binary variable: If 60 < age <= 65, then 1, otherwise 0
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9.11 Outcome Variables Definitions

Table 19: Detailed Description of the Outcome Variables

Variable Definition

Labor market outcome
Employed Employment status: 1 if employed, 2 if unemployed, 3 if out of labor force
Paid work last 5 years Binary: 0 if no, 1 if yes
Working Physically Incidence of working long hours: Increasing scale from 1 to 5
Hourly earnings interval In deciles: Increasing scale from 1 to 10
Hours work Reported in intervals: Increasing scale from 1 to 6
Yearly earnings Percentile rank categories: Increasing scale from 1 to 6
Years with paid work Reported in integers
Job satisfaction Decreasing scale from 1 to 5

Education outcome
Education level Highest formal education obtained: Increasing scale from 1 to 9
Top qualification Highest qualification (ISCED levels): Increasing scale from 1 to 15
Age finishing top qualification Reported in integers
Total years of education Reported in integers
Learning activities last year Number of learning activities: Increasing scale from 1 to 5
Need more training Binary: 1 if yes, 2 if no

Social outcome
Health Decreasing scale from 1 to 5
Trust few people Decreasing scale from 1 to 5
No government influence Decreasing scale from 1 to 5
Partner 1 if yes, 2 if no
Children Number of children: Reported in integers
Born in country 1 if yes, 2 if no
Read books Increasing scale from 1 to 5
Read news Increasing scale from 1 to 5
Volunteer work Increasing scale from 1 to 5
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9.12 Plausible Values

To understand plausible values, one may consider a simple example first intro-
duced by Wu [2005]61:

“[...] suppose that there is an interest in knowing the percentage of people who
are over 60 living in a community. If a random sample of people is selected
from the community, the percentage p, of people over 60 in the sample will be
an unbiased estimate of the percentage of over 60s in the population. The stan-
dard error of the estimate can be computed using the formula

√
p(1−p)
n

, which
is referred to as sampling error. Now, suppose there is an interest in knowing
what percentage of people in this community cannot speak English. While it is
relatively easy to determine a person’s age, it is not straightforward to deter-
mine if each person can speak English, since people’s English proficiency is on a
continuum: some can speak a few words; some can speak a few sentences; some
can speak well enough to be understood, but with many mistakes. So, unlike
the measure of people’s age, a clear definition of ‘the ability to speak English’
will need to be made. Based on this definition, some assessment will have to be
carried out to determine if a person ‘can speak English’. For practical reasons,
the assessment can only sample a small part of the English language so as not
to place too much burden on each person’s time. Consequently, the result of
the assessment will contain some uncertainty. This uncertainty is referred to
as measurement error. The percentage of people who cannot speak English in
the community can be estimated by the percentage p, of a random sample from
the community who failed the assessment. The standard error of this estimate,
however, is expected to be larger than

√
p(1−p)
n

, since there is uncertainty as-
sociated with the measurement of each person, in addition to sampling error.
One way to express the degree of uncertainty of measurement at the individual
level is to provide several scores for each individual to reflect the magnitude of
error of the individual’s estimate. If measurement error is small, then multiple
scores for an individual will be close together. If measurement error is large,
then multiple scores for an individual will be far apart. These multiple scores for
an individual, sometimes known as multiple imputations, are plausible values.”

More formally, plausible values can be thought of as representing the range of
61The quote is from page 115.
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abilities that an individual might have, given the individual’s item responses.
Instead of providing a point estimate for the individuals’ ability parameter, θ,
a range of possible values for an individuals θ, with associated probabilities for
each of these values, are estimated. Plausible values are random draws from
this estimated distribution for an individual’s θ. This distribution is referred to
as the posterior distribution for an individual (Wu [2005]).

Given an item response pattern x, and ability θ, let f(x∣θ) be the item response
probability. Further, assume that θ comes from a normal distribution g(θ) ∼
N (µ,σ2). The function f(x∣θ) is referred to as the item response model, and
g(θ) the population model. It can be shown that, the posterior distribution,
h(θ∣x), is given by:

h(θ∣x) = f(x∣θ)g(θ)
∫ f(x∣θ)g(θ)dθ

If the item response pattern of an individual is x, then the posterior θ distribu-
tion is given by h(θ∣x). Plausible values for an individual with item response pat-
tern x are random draws from the probability distribution with density h(θ∣x).
Therefore, plausible values not only provide information about an individual’s
ability estimate, but also about the uncertainty associated with the estimate. If
many plausible values are drawn from a student’s posterior distribution h(θ∣x),
these plausible values will form an empirical distribution for h(θ∣x). Plausible
values can be used to estimate population characteristics, and they do a better
job than point estimates of abilities (Wu [2005] and Von Davier et al. [2009]).
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