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Abstract 

The majority of the world is affected by Artificial Intelligence (AI) technology on a daily basis. As AI spreads 
and becomes more pervasive in their lives, people are trying to interpret its meaning and scope. Our thesis 
explores a previously neglected area of literature surrounding the adoption and acceptance of AI-based 
technology. Through an iterative, abductive process we gain an understanding of people’s technological 
frames of reference as they pertain to AI. We study interpretations of AI through a series of interviews and 
participant interactions with a specific technology – chatbots.  By interviewing Generation Y Swedes, we 
discover key framing constructs that help shape their technological frames of reference. Furthermore, 
contrary to what the dominant theory on individual technology adoption would predict, we observe that 
people do not engage in a solely rational process of benefits assessment prior to AI acceptance. Instead, 
they approach AI adoption as a foregone conclusion where their interpretations and expectations pertaining 
to the technology are shaped by societal trends, cultural norms, and individual experiences. Ultimately, by 
identifying and studying these constructs, we hope to create a starting point for other researchers trying to 
understand AI technology adoption and create an awareness of end-user needs for AI practitioners.  
 

Keywords: Artificial Intelligence (AI), Technology Adoption, Technological Frames of Reference, 
Chatbot, Information Systems (IS), TAM, Cognitive Technology, Interpretivist, Qualitative  

 

 

 

 

 

 

Authors        Supervisors  

Chad Gore (41083)       Magnus Mähring 

Kushtrim Spahiu (41071)       Lotta Hultin 



ii 
 

Acknowledgments  

First and foremost, we would like to express our profound gratitude to our supervisors, Magnus 

Mähring and Lotta Hultin, who have guided our path into this highly nascent area of research. Your 

insights, thoughts, and perspectives have helped us to not only center our research when we were 

drifting but has given rise to finding a solution to the complex problem of studying Artificial Intelligence. 

We are immensely grateful for the time and effort you devoted to mentoring us.  

We would also like to thank all of our interviewees who energetically volunteered their time and brain 

power to assist in our study. Without you, there would be no study. We hope that the time you spent 

discussing with us was as fun and insightful for you as it was for us.  

To our fellow students, our administrators and our professors whose advice we sought throughout our 

writing process – thank you.  

Finally, and certainly not least, we would like to thank our family and friends who have suffered the 

most during these stress-filled days that have taken us away from you.  

From Chad: Sophie, you have been immensely patient, kind, and supportive. I look forward to seeing 

you for more than five minutes a day now that the study is over.   



iii 
 

Table of Contents  

Acknowledgments ................................................................................................................................ ii 

Table of Contents ..................................................................................................................................iii 

List of Figures ........................................................................................................................................ v 

List of Appendices ................................................................................................................................. vi 

Glossary ............................................................................................................................................... vii 

Abbreviations ........................................................................................................................................ ix 

1. Introduction ...................................................................................................................................... 1 

2. Background & Problem Area ............................................................................................................. 3 

2.1 Understanding Artificial Intelligence (AI) .................................................................................... 3 

2.2 Why study AI? ............................................................................................................................. 4 

2.3 Why technology adoption? ......................................................................................................... 5 

2.4 Why Chatbots? ............................................................................................................................ 5 

2.5 Purpose, Research Question, and Gap ........................................................................................ 6 

2.5.1 Expected Contribution ......................................................................................................... 7 

3. Literature Review .............................................................................................................................. 8 

3.1 Artificial Intelligence from a Management and Organizational Viewpoint ................................. 8 

3.1.1 AI in the Organization: Creating Business Value................................................................... 8 

3.1.2 AI in Our Lives ...................................................................................................................... 9 

3.2 Technology Acceptance Model (TAM) & The Unified Theory of Acceptance and Use of 

Technology (UTAUT) ....................................................................................................................... 10 

3.2.1 Critique of TAM and UTAUT ............................................................................................... 11 

3.3 Frames and Framing Analysis .................................................................................................... 12 

3.4 Technological Frames of Reference (TFR) ................................................................................. 13 

3.4.1 Critique of Technological Frames ....................................................................................... 16 

3.5 Theoretical Underpinnings ........................................................................................................ 16 

4. Methodology .................................................................................................................................. 20 

4.1 Research Philosophy ................................................................................................................. 21 

4.2 Research Approach ................................................................................................................... 21 

4.3 Research Strategy ..................................................................................................................... 22 

4.4 Research Choice ........................................................................................................................ 22 

4.5 Data Collection & Analysis ........................................................................................................ 23 

4.5.1 Pre-Study............................................................................................................................ 23 

4.5.2 Main Study Design ............................................................................................................. 23 

4.6 Sampling ................................................................................................................................... 25 



iv 
 

4.6.1 Chatbot Selection ............................................................................................................... 25 

4.6.2 Interview Participants ........................................................................................................ 27 

4.6.3 Why Swedish People? ........................................................................................................ 27 

4.6.4 Why Generation Y (Millennials)? ........................................................................................ 27 

4.7 Quality of the Study .................................................................................................................. 28 

4.7.1 Dependability ..................................................................................................................... 28 

4.7.2 Credibility ........................................................................................................................... 28 

4.7.3 Transferability .................................................................................................................... 28 

5. Empirics & Analysis ......................................................................................................................... 29 

5.1 Societal Trends & Attitudes....................................................................................................... 30 

5.1.1 Inevitability of AI ................................................................................................................ 30 

5.1.2 Effect on the job market .................................................................................................... 31 

5.1.3 Information Security .......................................................................................................... 33 

5.2 Cultural Norms .......................................................................................................................... 34 

5.2.1 Desire for Humanity ........................................................................................................... 35 

5.2.2 Popular Opinion ................................................................................................................. 36 

5.3 Individual Experience ................................................................................................................ 38 

5.3.1 Inability to Manipulate ....................................................................................................... 38 

5.3.2 Perceptions of the Technology’s Value .............................................................................. 39 

5.3.3 Relative Advantage ............................................................................................................ 40 

5.4 Empirical & Analytical Reflections ............................................................................................. 42 

6. Discussion ....................................................................................................................................... 43 

6.1 Frames as Shaped by Societal Trends & Attitudes .................................................................... 43 

6.2 Frames as Shaped by Cultural Norms........................................................................................ 44 

6.3 Frames as Shaped by Individual Experience .............................................................................. 45 

6.4 People’s Interpretations and Attitudes Toward AI-based Technologies ................................... 46 

7. Conclusions & Outlook .................................................................................................................... 48 

7.1 Conclusion ................................................................................................................................. 48 

7.2 Limitations ................................................................................................................................ 49 

7.3 Managerial Implications ............................................................................................................ 50 

7.4 Theoretical Contributions ......................................................................................................... 50 

7.5 Future Research ........................................................................................................................ 51 

Bibliography ...........................................................................................................................................x 

Appendix ............................................................................................................................................ xvii 

 



v 
 

List of Figures 

Figure 1: Comparison of traditional programming to machine learning ............................................... 4 

Figure 2: Screenshot of SEB's chatbot AIDA (Skandinaviska Enskilda Banken AB, 2018) ...................... 6 

Figure 3: Technology Acceptance Model (Davis, 1989) ...................................................................... 11 

Figure 4: Original Technological Frames domains as defined by Orlikowski and Gash (1994) ............ 14 

Figure 5: The Research Onion Framework (Saunders et al., 2012) ..................................................... 21 

Figure 6: Our process of understanding & analysis ............................................................................. 25 

Figure 7: Chatbot options for our study (ranked most to least viable) ............................................... 26 

Figure 8: Identified constructs and technological frame (outer circle) of our participants ................. 29 

 

  

file:///F:/Users/Chad/Google%20Drive/Thesis%20Spring%202017%20-%20Kush_Chad/Paper/Final%20Draft%20Motherfucker/marked%20for%20errata/Have%20you%20chatted%20with%20your%20future%20AI%20overlords%20today_41083_41071%20vChad%20post%20Kush%202.docx%23_Toc517157860


vi 
 

List of Appendices 

Appendix 1: ‘Go’ Visualization .................................................................................................................... xvii 

Appendix 2: Interview Guide ...................................................................................................................... xviii 

Appendix 3: Example of Chatbot Observation Data .................................................................................... xx 

Appendix 4: Example of Chatbot Transcript (Translated) .......................................................................... xxi 

Appendix 5: Interview Participants ............................................................................................................ xxiii 

  



vii 
 

Glossary 

Alan Turing Noted as one of the first scientists to formalize the idea of 

Artificial Intelligence  

Amazon Alexa & Google Home Speech-based AI assistance tools that use speech recognition 

software to assist users with everyday tasks such as checking 

the weather forecast to turning on lights in their homes 

Artificial Intelligence    A cross-disciplinary approach to understanding, modeling, 

and creating intelligence of various forms  (Frankish and 

Ramsey, 2014) 

Autonomous Advisor A computer agent acting autonomously as an advisor to a 

human  

Business Process Algorithmization  The use of any AI-based technology/algorithm to optimize 

business processes, akin to outsourcing    

Chatbot  An AI-based, natural language processing system that strives 

to generate a conversation between a human and machine 

(Setiaji and Wibowo, 2016); also known as a ‘chatterbot’  

Enterprise Social Media   Social media that is used at an organizational level 

Generation X For the purposes of this study, Generation X Includes people 

born between and consisting of the years 1960-1979 

Generation Y  For the purposes of this study, Generation Y (also known as 

millennials) includes people born between and consisting of 

the years 1980-1999 

Intelligent System   A system which is considered to have Artificial Intelligence  

Interactive Voice Response An enterprise phone system that uses natural language and 

pre-selected responses to help guide end users to specific 

representatives 

Internet Accessible Devices  A device that has internet access  

Machine Learning “Inferring structural relationships from data using (relatively) 

domain-general methods” (Frankish and Ramsey, 2014) 
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Natural Language Processing “Processing language texts by computer for some practical or 

useful purpose” (Frankish and Ramsey, 2014) 

Networked Readiness Index  An index produced by the World Economic Forum which ranks 

countries according to their propensity to exploit technology  
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Abbreviations 

AI   Artificial Intelligence  

ANT   Actor Network Theory 

Gen Y   Generation Y  

IS   Information Systems  

ML   Machine Learning 

SCOT   Social Construction of Technology 

TA   Thematic Analysis 

TAM   Technology Acceptance Model 

TFR   Technological Frames of Reference 

UTAUT   Unified Theory of Acceptance and Use of Technology
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1. Introduction 

Artificial Intelligence (AI) has long been a subject of great debate, excitement, anticipation, and, at 

times, fear. Ever since Turing formally introduced the concept of ‘machine thinking’ in the 1950s with 

his famous paper “Computing Machinery and Intelligence,” experts and laypersons alike have been 

weighing in on what true AI could look like. From the work of early-stage AI scientists such as Marvin 

Minsky and H.A. Simon to the now mass commercialization of AI by business giants like Mark Zuckerberg 

and Elon Musk, there is an ever-growing interest in and understanding of Artificial Intelligence. But, 

what exactly is AI? To many of us, the definition of AI seems clear: AI is a ‘machine’ that can think like a 

human. Or as Derek Partridge put it: 

“Artificial intelligence is that field of computer usage which attempts to construct 

computational mechanisms for activities that are considered to require intelligence 

when performed by humans.” (Partridge, 1998) 

Modern-day AI is not what we have seen in movies and TV shows, but it is also not what we have been 

told. AI is an idea: incredibly complex, extremely difficult to understand, and massively misunderstood. 

At the same time, it is simple - as simple as looking in the mirror. After all, the majority of AI systems 

try to do what humans do, only better. Our thought leaders are at odds as to how we should address 

AI systems, while simultaneously driving the development of the tools. Elon Musk, whose SpaceX 

rockets are undoubtedly fueled by a multiplicity of AI-based technologies, has said that “we need to be 

super careful with AI” as it is “potentially more dangerous than nukes" (Musk, 2014). Musk is not alone 

in this sentiment. Stephan Hawking, one of the greatest minds in history, often warned about the 

dangers of AI, up until his death earlier this year. His quote below demonstrates both the great potential 

and possible dangers of the technology.  

“Everything that civilization has to offer is a product of human intelligence; we cannot 

predict what we might achieve when this intelligence is magnified by the tools that AI 

may provide, but the eradication of war, disease, and poverty would be high on 

anyone's list. Success in creating AI would be the biggest event in human history. 

Unfortunately, it might also be the last.” (Hawking, 2014) 

Though this duality exists and is well known to nearly all who are familiar with AI, what we know, and 

what we have further discovered in our study, is that AI is here and there is little chance it will be going 

away. Businesses and governments are driving its development and people use AI-based technology 

every day because the potential is too great to ignore. To gain a better understanding of this potential, 
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and where we are in the current level and pace of AI development, we would like to discuss a recent 

example of an AI system known as ‘AlphaGo.’ 

‘Go1,’ is a simple and well-known board game that has been played for more than 2 500 years. Go 

requires that the player not only have a sharp intuition but that they are an astute abstract thinker. To 

give an idea of scale, the number of configurations in the 19 x 19 board is larger than the number of 

atoms in the universe (DeepMind Technologies Limited, 2018). Given the balance between intuition 

and logic, it was thought that only people could be good at playing ‘Go’ (Agarwal, 2018). This was 

disproven in 2016 when AlphaGo beat the world’s best player – Lee Sedol.  In a five-match game, 

AlphaGo won four of the matches. This achievement in the area of AI was unexpected. Most researchers 

anticipated it would take another 10 years before experts would be able to design a program intelligent 

enough to beat a human professional player at Go. AlphaGo won because it used moves that no human 

would have thought to use, as they were based on the best statistical chance to win, if even by a slight 

margin (Kohs, 2017). Human beings would not think to take this route, as the alternative leads to 

significantly higher gains at a marginally higher risk (Koch, 2016). The AlphaGo platform has 

subsequently been updated by Google DeepMind, the original architect of the program, and since then 

has beaten many other players. AlphaGo Zero, the updated version, teaches itself through a system of 

self-enforced (reinforced) learning where it does not need the supervision, assistance or example of 

human beings to learn (Silver et al., 2017). This is significant because it shows the intense growth in the 

ability of the algorithm, which occurred in less than two months  (Silver and Hassabis, 2017).  

The rapid and pervasive growth of AI systems has led to a slew of unanswered and unexplored topics. 

One of the areas that have been underdeveloped is AI-based technology in relation to a business 

context. Through a systematic review of the literature (see section 3.1), we have discovered that 

technology adoption is one such unexplored topic. Some research has been completed into AI decision 

making processes and organizing around AI, but little research has been completed to understand the 

adoption and acceptance of these technologies from the individual user’s standpoint. Hence, our thesis 

will investigate AI technology adoption, a topic which as far as we know has not been explored before. 

To assist in our research, we will use framing theories, with a specific focus on technological frames, a 

concept which helps explain the interpretation of a new technology. Prior to giving a detailed account 

of why we have chosen this path, we will further explore the background of AI and technology adoption, 

our research proposal, as well as cover our contribution to theoretical knowledge.  

  

                                                             
1 Please see appendix for a visual illustration of the game ‘Go’ 
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2. Background & Problem Area 

In this section, we will develop the background of AI and technology adoption to create a deeper 

understanding of the fields as they stand today. This will include further defining AI and why it is 

interesting to study, providing a brief overview of technology adoption, and then lead into our research 

proposal, research questions, and research gap.  

Before we move forward, we would like to ensure that the reader understands two premises related 

to our study. First, we, the researchers, do not have a technical understanding of Artificial Intelligence. 

We have attempted to understand AI systems from a conceptual standpoint. Secondly, we have written 

this paper primarily for others in the business and academic world. That is not to say that this paper is 

only valuable to those groups of people, but rather to point out that to an AI veteran the terminology, 

definitions, and explanation of Artificial Intelligence will likely seem incomplete. However, for all the 

non-AI experts reading this study, we believe the level of detail will serve to keep you engaged and 

understanding of the study without losing you in technical arguments we ourselves do not fully 

understand. With that made clear, we will begin by discussing the definition of AI in the context of our 

study.  

2.1 Understanding Artificial Intelligence (AI) 

As previously indicated, AI is complex and difficult to define. However, we would like to give both 

ourselves and the reader a basic understanding of AI. AI could be defined as “a cross-disciplinary 

approach to understanding, modeling, and creating intelligence of various forms” (Frankish and 

Ramsey, 2014). AI applications are fundamentally transforming both our interaction with our 

environment and between ourselves. Since its inception in 1956, AI has come to be the most prolific 

area of research in human cognition. Today, that research has led to the creation of modern 

technologies which many of us use on a daily basis (Frankish and Ramsey, 2014). For example, Google 

Maps and Uber use AI algorithms to predict and analyze traffic patterns in order to increase user route 

efficiency. As part of the computer science discipline, AI aims to support us in our understanding of 

human intelligence, an endeavor which involves designing software programs which “think” in human-

like ways (Frankish and Ramsey, 2014). Nilsson (1982) stated the reach of AI best, below.   

“Specifically, there are computer systems that can diagnose diseases, plan the synthesis 

of complex organic chemical compounds, solve differential equations in symbolic form, 

analyze electronic circuits, understand limited amounts of human speech and natural 

language text, or write small computer programs to meet formal specifications.” 

(Nilsson, 1982)  
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Since Nilson stated this in 1982, the scope and reach of AI has only increased.  

2.2 Why study AI? 

For the purposes of this paper, we will not cover every aspect of AI. The important implication here is 

to understand the general capabilities of AI-based technologies and how they differ from previously 

studied technologies. In doing so, we have employed the assistance of a visualization below.  

 

Figure 1: Comparison of traditional programming to machine learning 

Generally speaking, the difference between machine learning, which is a type of AI system, and 

traditional programming, is straightforward. A traditional program brings in data (input) and runs them 

through a set of rules (program), the data is then computed and the results are presented. This is 

different than an AI system such as Machine Learning, which actually finds the appropriate program 

from the input and delivers what one hopes to achieve. In other words, Machine Learning finds a 

program that fits the data, while traditional programming automates tasks by writing programs (Ajanki, 

2018). The reason that this is important is that this process which we described above is something that 

up until AI development recently picked up pace, only humans could do. Human beings can make sense 

of a situation based on context, not based solely on rules which is what limits a traditional program. To 

summarize, we believe that AI is different than other technologies and worthy of study for three main 

reasons. 

1. AI is designed to simulate human thinking 

2. AI can “teach itself”  

3. AI can use context to drive decisions 

Beyond these three reasons, we believe that studies of AI-based technology will continue to be 

important in the future as AI becomes more and more ubiquitous and integral in our daily lives. Other 

“Intelligent” 
Computational Process

Program
Input

Desired Result

Machine Learning (AI)

Standard Computational 
Process

Input

Program
Result

Traditional Programming

VS.
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than the fact that it is highly topical, AI is also fairly understudied from a business perspective. 

Specifically, the literature on the adoption of AI from the individual user’s perspective is nearly non-

existent. A search on Scopus with the terms “Artificial Intelligence” and “Technology Adoption” reveals 

only 68 results, 13 of which are related to business and management studies (“Scopus - Document 

search results,” 2018).  

2.3 Why technology adoption? 

Though the field of study – technology adoption – is shown in great detail in sections 3.2 – 3.4, we 

wanted to give a brief overview here. Overall, technology adoption has been defined as “the choice to 

acquire and use a new invention” (Hall and Khan, 2003). Generally speaking, there are two ways to view 

technology adoption: positivistic and interpretivist. The positivist dogma centers firmly around theories 

such as TAM, which assert that people adopt technology based on a rational process of decision making. 

The argument can be viewed as: “This technology is easy to use and it seems to be able to get the job 

done, so I will use it.” The other side is the interpretivist viewpoint, which is more difficult to explain 

and less thoroughly formed as the majority of technology adoption research has been focused on the 

positivist approach (Mingers, 2006). There are a few emerging theories in the interpretivist philosophy 

as it relates to technology adoption such as Actor-Network Theory (ANT) and technological frames 

(TFR). Generally speaking, the interpretivist approach is centered on the interpretation of the world 

through the eyes of the subjects being studied (Deetz, 1996). We will study our participants’ 

interpretations of how and why they adopt AI-based technology through the lens of technological 

frames. We do this through the study of a specific technology – chatbots.   

2.4 Why Chatbots? 

We have chosen to study chatbots for a simple reason: chatbots give users an easy to understand 

example of how a conceptually difficult to understand system works. A chatbot, for our purposes, is an 

AI-based, natural language processing system that strives to generate a conversation between a human 

and machine. Over time, as it converses further, it learns new ways of solving problems and increasing 

accuracy in its responses (Setiaji and Wibowo, 2016). In our study, we used a text-based, customer 

service chatbot on SEB bank’s website, seen in Figure 2 below. However, chatbots can be found on 

mobile phones, websites, and can be voice-based, such as Amazon Alexa or Google Home2, or text 

message based. There are a wide-variety and types of chatbots. As we were more looking to study the 

phenomenon of AI, we kept the definition loose in our study to ensure that the participants did not feel 

constrained by a particular definition which could lead to limited responses.  

                                                             
2 See glossary for definition 



6 
 

 

Figure 2: Screenshot of SEB's chatbot AIDA (Skandinaviska Enskilda Banken AB, 2018) 

2.5 Purpose, Research Question, and Gap 

As previously stated, there is a lack of understanding around AI as it relates to the business context. In 

the authors’ opinions, this appears to be partly fueled by the inability to classify and define AI, and 

partly due to the rapid development of AI. Recently, there was a call for papers that outlined the need 

for more studies related to the effect of AI on the customer experience and the relationship of AI to 

humans, among many other topics (Corsaro et al., 2018). We believe that understanding the processes 

and ideas surrounding the adoption of AI will be utterly important in the future as AI technologies 

become more and more prevalent in our lives. As we have discovered in our literature review of AI, 

there is a lack of research that specifically addresses the area of technology adoption of AI. Gaining a 

high-level understanding of how people interpret the process of AI technology adoption can provide a 

starting point for academics and experts alike to further understand the future adoption of AI. 

Therefore, we pose the following research question:  

RQ: How do people approach and interpret an ambiguous new technology (AI) as it 

verges on becoming an integral part of their everyday life? 

To answer this research question and fill the underlying gap in understanding the adoption of AI, we 

have engaged in a series of interviews with Generation Y3 Swedes4. During the interviews, we explored 

the interpretation surrounding the adoption of a specific technology – chatbots. We delimited the 

investigation to chatbots and a specific group of individuals for two separate reasons. First, chatbots 

                                                             
3 Born 1980 - 1999 
4 A native or inhabitant of Sweden 
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are one of the few AI technologies which users can interact with to actually see how the technology 

works. We selected Generation Y Swedes because they are the largest portion of the workforce 

(Winograd and Hais, 2014), and Swedes are highly ranked in terms of technology awareness (Baller et 

al., 2016), facilitating the conversation. By analyzing the insights of the participants, we were able to 

gain a basic understanding of not only their perceptions of adopting AI technologies but also how they 

felt about their adoption.  

2.5.1 Expected Contribution 

We expect that our research will create value in three ways. First, we expect to uncover individual’s 

understanding and interpretation of AI-based technologies. This approach will help push forward the 

technology adoption literature as well as the literature surrounding AI in a business context. Second, 

we believe that our research can help clarify the expectations of end users of AI so that organizations 

can better understand what the end user expects in an AI system. This will help these companies to 

design products that better address the end users’ needs. Finally, we hope to lay the groundwork for 

future studies investigating the adoption and acceptance of AI-based technology.  
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3. Literature Review 

Starting with a review of the existing knowledge on AI in an organizational context, we then present the 

models explaining the adoption of technology. Multiple models of technology adoption exist, employing 

different research paradigms while explaining technology adoption. Even though we take an 

interpretivist stance to our study, which we motivate in the methodology section, we review positivist 

literature as well given that there is a large body of research investigating technology adoption through 

this lens. However, we are selective and brief in terms of the positivist literature we review and delve 

into more detail on the interpretivist strand of research in motivating our study and analysis. We delimit 

our review to those models and theories which have received considerable attention or empirical support 

and are considered well-established in the literature.  

3.1 Artificial Intelligence from a Management and Organizational Viewpoint 

The literature on Artificial Intelligence (AI) is nascent and researchers have only begun investigating AI 

as it relates to management and organizational studies. While there is no clear focal point of AI studies 

within business and management, the literature tends to focus on a few key areas: the use of AI in 

decision making, incorporating AI into the organization, building AI competencies, organizing around AI 

and the interaction between humans and AI. What follows is a short extract which showcases the 

existing knowledge within the field. It is important to note that existing literature on AI is so immature 

that most of the information on the topic stems from independent research by organizations and other 

research institutions, with significantly less research from a management studies standpoint. 

Consequently, our review is largely based on non-scholarly reports and articles. While these articles 

provide important insights about the extent of knowledge in the field, we keep our review on this 

section limited to present the general understandings within the field as most of the work is not peer-

reviewed. However, presenting this knowledge is significant for understanding what AI entails for 

organizations, establishing the importance of expanding the knowledge on the field and further 

supports why AI is distinct from other technologies.  

3.1.1 AI in the Organization: Creating Business Value  

Given AI’s current capabilities and its potential for the future, much of this limited literature is devoted 

to understanding how current knowledge denotes working with AI in an organization. Considering that 

AI has the capacity to analyze billions of units of data within seconds, many authors recognize that 

management will soon need to consider the “opinions” of an AI algorithm, similar to any other 

employee. Consequently, to obtain business value from AI, management must recognize opportunities 
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of business process algorithmization5, or business processes where embedding AI delivers higher value 

for the business compared to deferring to human judgment. Schrage (2017) suggests that CEOs have 

four options to realize business value out of an AI: have an autonomous advisor assist in decision-

making, automate business processes which are currently outsourced, create a culture where 

computer-human interaction is the norm, and provide full autonomy (i.e. avoid overriding algorithmic 

decisions) to algorithms when their power is demonstrable (Schrage, 2017). Similarly, Libert et al. 

(2017) suggest that CEOs will have to bring AI into the boardroom to improve decision making (Libert 

et al., 2017). Furthermore, Bughin and Hazan (2017) suggest that to maximize the benefits from AI, 

businesses should use AI to grow the business rather than simply cut costs, invest in both managerial 

and technical talent, revisit strategic goals and business lines, create a strong digital foundation and 

support the creation of an AI ecosystem (Bughin and Hazan, 2017). These approaches are further 

corroborated by other researchers with the acquisition of AI talent and creation of partnerships or 

ecosystems highlighted as critical for successful application of AI (Stanek, 2017). 

3.1.2 AI in Our Lives  

Further, investigations have focused on the collaboration between humans and machines, highlighting 

the importance of creating campaigns which focus on the introduction of AI technologies, its benefits, 

and reducing the fear of machines (Bersohn and Lake, 2017). Current thinking suggests that AI-powered 

machines should be thought of as collaborators rather than replacements for humans (Norman, 2017). 

Consequently, the literature portrays the uncertainty that individuals have in terms of the nature of the 

technology and implies that such uncertainty could inhibit adoption of the technology. It has also been 

suggested that successfully implementing AI into the organization will require an upgrade of employees’ 

skills and a redesign of their accountabilities (Lacity and Willcocks, 2016; Norton, 2018; Ross, 2017). AI 

is thought to create a ‘wicked problem6’ for organizations because its impact will be high, but it will also 

fundamentally change the way of work (Holtel, 2016). Such technologies will change the balance of 

power within organizations and force individuals to boost their knowledge levels (Holtel, 2016). 

Moreover, collaborating with a machine is not a natural transition for most people which entails that a 

redesign of the human-machine relationship is important for yielding the best results from AI (Shukla 

et al., 2017). Thus, for successful implementation of AI, it is important to understand the workplace 

implications (Ransbotham et al., 2017). Accordingly, management will have to consider the role that 

humans will play in an organization and learn how to cope with this managerial challenge of human-

machine interaction in the workplace (Agrawal et al., 2017). Research has long highlighted the 

                                                             
5 See glossary 
6 Wicked problems are those problems which are hard to define and cannot be resolved by tested methodologies or best 
practices (Holtel, 2016) 
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importance of communicating the changes that intelligent systems will bring about to avoid resistance 

to its adoption amongst employees (Davenport and Harris, 2005). Therefore, current literature suggests 

that the adoption of AI is critical and at the same time problematic. This is suggested as factors such as 

fear of what AI can do and a shift in task responsibilities can cause resistance among individuals as their 

fundamental way of doing work changes. This is one further reason why AI is different from previous 

technologies and why understanding the factors influencing its adoption is important. These 

perceptions of AI entail that individuals outside of organizations must consider these implications too. 

To further understand these implications, we now transition to the literature pertaining to the adoption 

of technologies.  

3.2 Technology Acceptance Model (TAM) & The Unified Theory of Acceptance 

and Use of Technology (UTAUT) 

The positivist lens of the literature showcases several models attempting to explain the adoption of 

technology. Among the leading models is the Technology Acceptance Model (TAM) presented by Fred 

D. Davis in his Ph.D. thesis which endeavors to model how users come to adopt and use a technology. 

The theory suggests that once users are subjected to a technology two factors influence the use of that 

technology: perceived usefulness and perceived ease of use. Perceived usefulness is defined as “the 

degree to which a person believes that using a particular system would enhance his or her job 

performance" (Davis, 1989). Meanwhile, perceived ease of use is defined as “the degree to which a 

person believes that using a particular system would be free of effort” (Davis, 1989). In Davis’ original 

studies of the implementation of an electronic mail system and a business charting program, perceived 

usefulness had a significantly stronger link to the usage of the technology than perceived ease of use 

(Davis, 1989). Davis explains that conceptually this stronger correlation makes sense as users are driven 

to adopt a technology primarily because it fulfills a critical function for them, even if the system is 

difficult to use. On the other hand, no amount of ease of use can make up for a technology that does 

not fulfill a critically important function (Davis, 1989). In formulating TAM, Davis borrowed from the 

theory of reasoned action (TRA) which posits that a person’s actual behavior is determined by his or 

her intention to perform that behavior (Fishbein and Ajzen, 1975). Empirical tests of TRA showed that 

behavior intention is significantly correlated with actual use (Fishbein and Ajzen, 1975). This is 

important to note because it means that individuals’ self-reported intention to use is a strong 

determinant of actual adoption. Consequently, the TAM model posits that perceived usefulness and 

perceived ease of use will lead to the intention to use which is followed by the action realizing that 

intention. TAM is summarized in Figure 3 below.  
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Figure 3: Technology Acceptance Model (Davis, 1989) 

Moreover, to understand the determinants of perceived usefulness and how they influence changes of 

technology use over time, Venkatesh and Davis (2000) developed TAM 2 which incorporates additional 

theoretical constructs spanning social influence and cognitive instrumental processes. Since its original 

inception in the 1980s, TAM has been extensively studied with new theoretical constructs developed 

for different contexts. This extensive conceptualization has created chaos and clutter in the literature. 

In an attempt to remove this clutter and chaos within the technology acceptance literature, Venkatesh 

et al. (2003) have formulated the Unified Theory of Acceptance and Use of Technology (UTAUT) which 

incorporates eight competing models of technology adoption and encompasses 32 constructs 

explaining the phenomenon (Venkatesh et al., 2003). Venkatesh et al. theorized that four of these 

constructs were strongly correlated to intention to use. These include performance expectancy which 

is akin to perceived usefulness, effort expectancy which is similar to ease of use, social influence defined 

as the degree to which one perceives others feel is important one uses a technology, and facilitating 

conditions defined as the degree to which one perceives there is organizational and technical support 

using a technology (Venkatesh et al., 2003). Empirical testing of UTAUT suggests that the model can 

account for 70% of the variance in intention to use a technology (Venkatesh et al., 2003). UTAUT is 

largely seen as the peak of positivist research on the acceptance and use of technology, where 

Venkatesh et al. claim that we could be approaching the limits of our ability to understand and account 

for the acceptance of technology.  

3.2.1 Critique of TAM and UTAUT 

In spite of the extensive literature on and empirical support for these models, they have certain 

shortcomings. First, even though a high correlation has been found between actual behavior and 

intention to perform that behavior, Dishaw and Strong (1999) claim that TAM has higher explanatory 

power for usage intention but less for actual use (Dishaw and Strong, 1999). The second critique 

concerns the state of chaos in the field, whereby the knowledge is fragmented and there is a lack of 

coherent integration between the models (Bagozzi, 2007). In identifying the shortcomings of TAM, 
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Bagozzi explains that arguments can be made to suggest that important variables predicting behavior 

have been excluded, with future research likely to uncover new determinants of technology adoption 

(Bagozzi, 2007).  

Bagozzi also criticizes UTAUT for its high complexity arguing that in spite of the high number of 

independent variables, it is likely that some predictors have been left out (Bagozzi, 2007). This entails 

that the model is not parsimonious compared to TAM and still misses out on rich explanations of the 

phenomenon of technology adoption (Van Raaij and Schepers, 2008). Furthermore, as noted by Bagozzi 

(2007), the deterministic models of technology adoption fail to consider the alternative ways that 

people come to a decision about adopting a technology (Bagozzi, 2007).  

In this brief literature review, we have concisely presented the original TAM model and UTAUT and 

noted the developments of the models throughout the years. The reason for this brief introduction to 

these models is that the theoretical constructs presented, namely perceived usefulness and ease of 

use, have been to some degree incorporated in interpretivist studies of technology adoption, such as 

those of Lin and Silva (2005). As such, we present TAM as it inspires several models relating to 

technology adoption including technological frames, which we present in section 3.4.  

Considering the shortcoming of TAM and UTAUT, we now turn to the interpretivist approaches to 

studies of technology adoption which are based on the premise that people’s actions are formed on 

the basis of their interpretations of the world (Berger and Luckmann, 1966; Smircich and Stubbart, 

1985; Weick, 1979). We begin by looking into those concepts that have arisen from social sciences. We 

argue that briefly examining concepts in social theory informs our analysis and assists us in providing a 

richer answer to the research question. However, it is important to note that concepts resulting from 

social theory are broad in scope and depth. Therefore, the goal of this review is modest and simply 

serves to show how we arrived at technological frames as a concept that informs our analysis. As such, 

we begin by briefly examining the concepts of frames and framing analysis as originally posited by 

Goffman (1974) in his work “Frame Analysis: An Essay on the Organization of Experience”. These 

concepts serve as backbones of social cognitive literature which have influenced the concept of 

technological frames (Davidson and Pai, 2004).    

3.3 Frames and Framing Analysis 

As originally posited by Goffman (1974), conceptual frames can be considered as means of organizing 

our experience (Goffman, 1974). Through the concept of frames, Goffman attempted to explain how 

frames structure individuals’ perceptions of their reality. Goffman (1974) considers frames as 

“schemata of interpretation,” anecdotes, and stereotypes, which allow individuals to understand and 

ascribe meaning to a phenomenon, and respond to events relating to that occurrence (Goffman, 1974). 
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In other words, individuals’ framing of a phenomenon guides their actions toward it. Azad and Faraj 

(2011) similarly refer to frames to denote interpretive schemes which actors utilize in their sensemaking 

of events they encounter (Azad and Faraj, 2011). They continue to explain that framing is the process 

by which actors draw virtual boundaries, akin to a picture frame, in deciding what lies within and outside 

the frame, which they use to make sense of phenomena (Azad and Faraj, 2011; Goffman, 1974). That 

which lies within the frame becomes more salient as actors interpret occurrences (Azad and Faraj, 

2011).  

In explicating the notion of frames, Goffman (1974) developed ‘framing analysis’ as a method of 

analyzing the process of how people understand and ascribe meaning to their reality. Goffman’s (1974) 

idea of framing analysis is based on the notion that people make sense of phenomena or social 

situations by establishing meaning through their frames of understanding (Goffman, 1974). The way 

people ascribe meaning to social phenomena can be transformed and retransformed in different ways. 

As Goffman (1974) notes, “framing is not a perfect process, people mis-frame, frame ambiguously or 

frame disputatiously” (Goffman, 1974). Consequently, people may have false beliefs about an 

occurrence or may be unclear about it (Goffman, 1974). For the purposes of this study, we will not 

delve in detail on the concepts surrounding the processes of framing and reframing since the review of 

technological frames provides a more adequate analytical tool for investigating technology adoption. 

However, as the concept of technological frames has been influenced by the literature on frames, we 

felt it is important that the reader has a basic understanding of frames and its dynamics.  As such, we 

now turn to the literature on technological frames of reference (TFR), also referred from here onwards 

as technological frames.  

3.4 Technological Frames of Reference (TFR) 

As illustrated, in our study we take inspiration from the concept of technological frames. The major 

premise of this concept is to investigate technological development, use, and change in organizations 

by examining people’s underlying knowledge, expectations, and assumptions about technology 

(Orlikowski and Gash, 1994). As Orlikowski and Gash (1994) argue,” to interact with technology, people 

have to make sense of it. And in this sensemaking process, people develop particular assumptions, 

expectations, and knowledge of the technology, which then serve to shape their subsequent action 

towards it” (Orlikowski and Gash, 1994). They define the concept of technological frames as follows: 

 “We use the term technological frame to identify that subset of members' 

organizational frames that concern the assumptions, expectations, and knowledge 

they use to understand technology in organizations. This includes not only the nature 

and role of the technology itself, but the specific conditions, applications, and 
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consequences of that technology in particular contexts of use” (Orlikowski & Gash, 

1994).  

These individuals’ interpretations of these phenomena, in this case around technology, guides how they 

make sense of and act toward that technology, which is exhibited in their actions within an organization 

(Orlikowski and Gash, 1994).  Therefore, as Davidson (2002) notes, “framing is inherently a sensemaking 

process” where “frames serve as problem-solving templates and interpretive filters” (Davidson, 2002). 

Individual’s characterizations of technology are originally broken down into three domains: nature of 

technology, technology strategy, and technology in use (Orlikowski and Gash, 1994). See Figure 4 below 

for the definitions and exemplifications of each of these original domains. It is important to note that, 

as argued by Orlikowski and Gash, domains are contextual, meaning they are relevant depending on 

both the organizational context and unit of analysis (Orlikowski and Gash, 1994). Therefore, these 

domains are specific to the study of Orlikowski and Gash and are not necessarily generalizable across 

studies. Nevertheless, they serve to illustrate how Orlikowski and Gash originally investigated 

individuals’ technological frames.  

Within an organization, these frames are shared with other members, whereby individual’s personal 

technological frames affect the frames of others (Orlikowski and Gash, 1994). This entails that social 

interactions and negotiation among key stakeholders often entail changes in frames (Davidson, 2006; 

Lin and Silva, 2005; Orlikowski and Gash, 1994). Moreover, individuals often belong to multiple social 

groups, meaning that they can have several technological frames (Bijker, 2010). This process entails 

that individuals’ frames are seldom rigid and often change through different social processes such as 

negotiation and power (Azad and Faraj, 2008; Orlikowski and Gash, 1994). Some studies have 

investigated specifically how perceptions about technology are framed and reframed and what 

management can do to influence this process and harness it to achieve a successful integration of 

technology (Lin and Silva, 2005). These social processes are only possible due to characteristics that 

Figure 4: Original Technological Frames domains as defined by Orlikowski and Gash (1994) 
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technological frames possess, namely that they are devices for sensemaking, flexible, and context-

specific, meaning that they emerge within social interactions in situ (Lin and Silva, 2005) 

As Davidson and Pai (2004) note, while Orlikowski and Gash (1994) grounded their conceptualization 

of technological frames on the individual level, they “addressed group level frames by defining them as 

shared aspects of individual frames” (Davidson and Pai, 2004; Orlikowski and Gash, 1994). The idea 

behind the conceptualization of technological frames is to examine how incongruences among groups’ 

interpretations of technologies affect its adoption or integration in organizations. Where frame 

incongruences exist, technology adoption becomes difficult. Consequently, it is desirable that a shared 

technological frame forms among groups which makes the adoption of technology within the 

organization a simpler process (Orlikowski and Gash, 1994). 

This, in turn, entails that organizations can form inter-organizational technological frames impacting 

the use and adoption of a technology. Accordingly, technological frames exist on the level of individuals, 

groups, and institutions (Barrett, 1999; Davidson, 2006; Kaplan and Tripsas, 2008). Further, “actors’ 

interactions both shape and are shaped by the emerging collective technological frame” (Kaplan and 

Tripsas, 2008). In turn, the way a technology evolves is shaped by the choices and actions of each of 

these actors (Kaplan and Tripsas, 2008). Understanding these dynamics of how technological frames 

are iteratively shaped provides an important analytical tool when analyzing technology adoption from 

an individual’s viewpoint. This is because their actions, as noted by Kaplan and Tripsas (2008), are 

influenced by other actors’ technological frames.  

Having discussed how different actors’ technological frames influence the actions of other actors, it is 

important to note that power plays a vital role in this framing and reframing process. Those with 

organizational power, in the form of access to funds or social ties, often exercise their power in the 

social interactions to control the framing process, thereby largely influencing the emergent dominant 

technological frame (Yeow and Sia, 2008). The investigation of this negotiation process goes further to 

highlight how the exercise of power can lead to a dominant frame which requires end users to work 

around the system, entailing how the exercise of power can inhibit the adoption of a technology 

(Sobreperez, 2008). Furthermore, this indicates the importance of those with less power in influencing 

the creation of a shared frame which then eases the adoption process of the technology (Sobreperez, 

2008). While the notions of power are brought up in the context of organizations, we argue that they 

are important to bring up in the broader context. The reason is that power plays a role in how a 

dominant technological frame in the societal level emerges and consequently aids in interpreting how 

individuals perceive and make sense of their own technology adoption. Before turning to the theoretical 

underpinnings which guide our analysis of individuals’ interpretations of technology adoption, we 

provide a brief critique of TFR to acknowledge its shortcomings.  
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3.4.1 Critique of Technological Frames 

While the concept of technological frames has been consistently used in analyzing processes of 

technology adoption within organizations, it possesses certain limitations which should be noted. First, 

scholars such as Yeow and Sia (2008) have claimed that technological incongruences may not be 

consequential and total alignment of technological frames among groups within an organization may 

not even be necessary (Yeow and Sia, 2008). Davidson and Pai (2004) note that the notion that 

incongruences are detrimental, needs to be critically examined (Davidson and Pai, 2004). Previous 

social cognitive research suggests that heterogeneity in frames could prove inconsequential or even 

beneficial depending on the context (Walsh et al., 1988). Specifically, incongruence could stimulate 

discussion and critical thinking regarding technology adoption which could prove beneficial (Hsu, 2009). 

Second, as Davidson (2006) points out, current literature on technological frames fails to consider the 

origins of individuals’ and groups’ frames (Davidson, 2006).  Studies of frames outside organizational 

boundaries may be important to understanding their origin and how they can be influenced (Davidson, 

2006). Moreover, further exploration of the societal and cultural origins of frames have pointed to the 

existence of institutional logics (Davidson, 2006). They are defined as “widely held beliefs and socio-

cultural structures that inform practice” (Scott, 2001). These institutional logics are continually 

constructed and negotiated among members and play an influential role in shaping the interpretations 

of social reality for others (Barrett and Walsham, 1999; Davidson, 2006; Lin and Silva, 2005). As such, 

they influence how individuals think and act on a technology (Barrett and Walsham, 1999; Davidson, 

2006).  

Lastly, another important limitation pertains to methodology in that technological frames often look at 

individuals’ frames at a single point in time, thereby treating them as static (Davidson and Pai, 2004). 

Consequently, literature fails to investigate how frames change over time whereby a longitudinal design 

can rectify for these limitations (Davidson and Pai, 2004). Following this critique, we now turn to the 

theoretical underpinnings which guide our study. In doing so, we explain why frames and technological 

frames provide a useful analytic tool for understanding adoption.  

3.5 Theoretical Underpinnings 

Previous studies have recognized that technology develops as a result of social construction and 

technical advancement (McBride, 2003). Consequently, the success of a technology depends on both 

technical and social aspects. Technical aspects cannot guarantee the technology’s social acceptance 

just as social aspects cannot guarantee its adoption. Thus, in our analysis, we are guided through the 

interpretive lens which helps gain a deeper understanding and explain the adoption of chatbot 

technology among individuals. In explaining our theoretical underpinnings, we explicate which notions 
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on frames and technological frames are important in aiding our understanding and analysis of the 

phenomenon.  

First, as noted in the literature review, Goffman (1974) formulated the idea of framing analysis based 

on the notion that individuals establish meaning through their frames of understanding and make sense 

of phenomena on that basis. However, as he observed, framing can be transformed multiple times 

because initial framing is imperfect and it requires alteration. As such, this recognizes that individuals 

can miss-frame, frame events incompletely or ambiguously, entailing that they may have false beliefs 

about the phenomenon of AI (Goffman, 1974). 

Second, as originally postulated by Orlikowski and Gash (1994), technological frames exist at the 

individual level (Davidson and Pai, 2004; Orlikowski and Gash, 1994). The implication is that frames are 

individually held. Therefore, while the framework was developed with the primary focus of 

understanding technology adoption and development in an organizational context, it does still examine 

how people interpret and give meaning to technology on an individual level. This analytic perspective 

could be useful in explaining the adoption of unfamiliar technologies such as AI outside the 

organizational context as well. Specifically, the notion that people form assumptions, knowledge, and 

expectations around a technology which affects their conceptions of the technology and their use, 

provides a useful analytical lens to study the adoption of AI-based technologies. As Lin and Silva (2005) 

note, there is a wide acceptance of the idea that technology adoption is dependent to a vast extent on 

people’s perceptions of that technology (Lin and Silva, 2005). Consequently, using the technological 

frames concept on the individual, as the unit of analysis, to draw insights on their adoption of 

technology, is valid as an analytic approach. Such an approach has been previously used by Treem et 

al. (2015) to analyze individuals’ expectations around the use of a technology, namely enterprise social 

media (ESM) (Treem et al., 2015). Specifically, the authors use the individual as the unit of analysis to 

investigate how employees develop interpretations about a technology they first encounter outside 

the office and the effect that has on their subsequent behavior at work (Treem et al., 2015). These 

studies suggest that using technological frames as an analytical tool can be applicable to uncovering 

insights as to how their interpretations around a technology influence their adoption. Moreover, as 

Davidson and Pai (2004) assert, “technological frames of reference provide a flexible approach to 

explore interpretive issues in information technology design, implementation, and use” (Davidson and 

Pai, 2004). 

Third, the notion that people form conceptions around a technology and its use in the context of the 

social reality they are surrounded by entails that technological frames are dynamic phenomena (Lin and 

Silva, 2005). This further supports the notion that technological frames are not shaped solely in an 

organizational context, but are also shaped as a result of societal and cultural factors (Barrett, 1999; 
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Davidson, 2006). The implication for our study is that societal and cultural factors can shape 

technological frames and influence how individuals make sense of a technology.  

Fourth, as previous scholars recognize, previous experiences and affiliations give shape to users’ 

interpretations about technology (Kaplan and Tripsas, 2008; Orlikowski and Gash, 1994). Consequently, 

this entails that prior experiences, including experiences with other technologies, influence individuals’ 

interpretations of the technology. Such experiences help individuals evaluate technologies against a set 

of performance criteria, which shapes their interpretation (Kaplan and Tripsas, 2008). The implication 

for our study is that it is useful to investigate and question individuals on previous experiences in both 

gauging and analyzing their interpretations around AI technologies. 

Finally, it is important to note that technological frames exist on the societal level. The concept of TFR 

has previously been used to analyze the development of technological frames and change in the 

organizational field (industry) as the unit of analysis (Barrett, 1999). Barrett’s analysis at this level 

uncovered how societal and cultural norms influence individuals’ interpretations around technology 

(Barrett, 1999). This implies that the concept should not be locked into the single context of uncovering 

implications on the organizational level of analysis. While calls for analyses of organizational fields have 

been made, Davidson and Pai (2004) argue that such research moves “away from social cognitive 

research in the direction of SCOT research, where socio-technical theories such as actor-network theory 

(ANT) (Latour 1987) could provide insights on frame change processes” (Davidson and Pai, 2004). 

However, we do not delve into SCOT research and socio-technical theories such as ANT because in our 

study we only examine one set of actors in the network, whereas ANT delves into analyses of a much 

broader network of actors and the relationships among them (Callon, 1990). As such, ANT is less useful 

as an analytical tool in our study. However, the implication for our analysis is to recognize that other 

actors and relationships among actors exist. The importance of recognizing this lies in the assertion that 

societal and cultural standards can shape how users make sense of and act toward a technology, 

thereby influencing their perceptions of adopting the technology.   

In order not to lose sight of the aim of our study, we have delimited our review to those theories with 

stronger empirical support and those which provide a useful analytic lens. For our study, this means 

chiefly examining the theories developed around technological frames. These lenses can help explain 

individuals’ interpretations and perceptions around chatbot technology and aid our understanding as 

well as explanations of the phenomenon. Moreover, seeing as dealing with fluid realities is challenging 

to analyze, we ultimately make choices of which contexts to analyze and which parts to focus on, as it 

becomes difficult to capture everything. Practical limitations regarding data collection entail that we 

cannot successfully investigate the entire network of relationships between actors in the context of our 
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study. Having covered the theoretical underpinnings guiding our study, we now turn to the methods 

we have used to conduct our study.  
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4. Methodology 

In this section, we cover the methods and procedures of our study to give the reader an understanding 

of methodological fit. We begin with a brief discussion of how we reached this type of study. This is 

followed by all parts of the “Research Onion,” a tool which helps break down the methodology into 

digestible pieces.    

Prior to delving into the procedures and methods of our study, we would like to ensure the reader 

understands our process to reach this type of study. As researchers, we had an initial interest in the 

field of AI as it is extremely prevalent and relevant now and into the future. As we learned more about 

AI in a business context, we began to appreciate that there was an immense need to understand the 

relationship between AI-based technology and the user of said technology. Initially, we set out to 

explore AI in a professional setting as many studies of technology have been completed in such settings. 

However, we found that completing such a study could prove difficult for two main reasons.  

First, we realized that the definition and reach of AI is not well understood. People, even though 

working with it on a daily basis, are overwhelmed by the utter scope and level of complexity of what 

could be considered “AI.” The sheer confusion created a need for us to approach the topic of AI in a 

different way. The second barrier we encountered was that many companies consider AI systems to be 

a competitive advantage and have difficulties allowing outsiders, even researchers, access to their 

systems. Indeed, one of the companies we approached was so skeptical of our intentions that they 

required a verified email address and a reference from our supervisor to even entertain the idea of a 

study! 

So, how could we solve studying such an ambiguous and protected technology? Our initial thought was 

to find a system that was conceptually easy to understand but still used AI-based technology. We were 

able to identify chatbots as such a system. Chatbots themselves mirrored the customer support chat 

function, so their functionality was clear and this meant that any participants could discuss them with 

some level of ease. The level of protection around the systems meant that finding a company or 

professionals employing AI technology who were open to having a discussion with us was low, as we 

had previously discovered. Thus, we formed the idea to study one subset of people – Generation Y 

Swedes. This would allow us to discuss the technology with a reachable group of people and still obtain 

great data. As such, we were able to study a technology that is both difficult to understand and difficult 

to gain access to. Now that we have explained our process, we will dive into the specifics of our 

methodology. 
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In order to illustrate the choices in our study, we will use a model produced by Saunders, Lewis, and 

Thornhill, known as “The Research Onion.” (Saunders et al., 2012) This model breaks down a study into 

digestible pieces (layers) in order to motivate and illustrate why a certain set of methods was chosen. 

The visualization of our methodology can be seen below in Figure 5. 

 

Figure 5: The Research Onion Framework (Saunders et al., 2012) 

4.1 Research Philosophy 

As we strive to have a deeper understanding of the topic of technology adoption, we have chosen to 

take an interpretive approach to studying AI. An interpretive approach does not adopt ‘laws’ that 

explain human behavior but rather takes a view that enables we, the researchers, to delve into the 

complexities of human behavior and grasp the subjective meaning of social action (Bryman and Bell, 

2011). We also believe and acknowledge that simply by engaging with our subjects, we create a 

subjective reality and influence their perceptions (Walsham, 1995). We have used this approach to 

understand the “why” of technology adoption, rather than attribute a series of rules around what 

causes people to adopt a certain technology. This approach leads to an in-depth investigation as well, 

rather than a broad understanding of a topic (Flick, 2009). 

4.2 Research Approach 

There are three main accepted approaches to conducting research: deductive (theory to data), 

inductive (data to theory) and abductive (back and forth between data and theory). Our research is 

based in an abductive approach to exploring and developing theory. We set out to explore a 

phenomenon, technology adoption related to AI, which as far as we know has not been explored from 

a business standpoint with existing theories in the field of technology adoption. Our process (see Figure 

6) combined induction and deduction approaches to go back and forth between theory and data and 
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build our own viewpoints, grounded in existing theories and adjusting where we feel it is necessary 

(Saunders et al., 2012).  

4.3 Research Strategy 

Much of the time, strict procedures are followed when outlining a research strategy that describes the 

how, when and how much of data collection and analysis. As our study is fairly nascent and we are 

taking an interpretivist and abductive stance, we have a less prescriptive approach to our research. 

Therefore, we have chosen to engage in a Thematic Analysis of our data. Thematic Analysis (TA) is 

described by Braun and Clark (2006) as a method for “interpreting, analyzing and reporting patterns 

within data.” More specifically, we conduct a latent themes analysis that examines the underlying ideas, 

assumptions, and conceptualities in the data, which is in line with an interpretivist philosophy. This is 

in contrast to a semantic themes analysis, which is more of a description of the surface meaning of the 

phenomena. This type of analysis allows for a series of coding (in our case we used the program Nvivo), 

the creation of themes, repetition of thematic selection and verification of data, and finally a reporting 

of data (Braun and Clarke, 2006).  

This method can be compared to Grounded Theory as both theories suggest an iterative process of 

coding to build insights, however, there are two major differences. First, Grounded Theory is generally 

considered to be theoretically bounded, meaning that it cannot move beyond the theory and into a 

more subjective understanding of reality (Braun and Clarke, 2006). The second major difference is that 

Grounded Theory suggests that a researcher should engage in simultaneous data collection and analysis 

(Glaser and Strauss, 1967), while Thematic Analysis does not set such strict boundaries. As we attempt 

to comprehend the subjective understanding of reality and analyze the data after it was gathered, we 

have selected TA as a strategy.  

4.4 Research Choice 

Edmondson and McManus (2007) describe the state of prior theory and research as a good indication 

of the type of study that one should conduct (nascent, intermediate, mature), where nascent is the 

least researched and mature is the most. They suggest that one should engage in qualitative, open 

research design when exploring a topic where prior theory is nascent (Edmondson and Mcmanus, 

2007). As technology adoption in the field of AI is largely unexplored, we consider our topic to be 

nascent and therefore have chosen to have an exploratory, multi-method qualitative study.  A multi-

method qualitative study entails more than one method of qualitative data gathering (Saunders et al., 

2012). In our case, this is semi-structured interviews, observation data during interaction with a 

chatbot, and transcript data from said interaction. The main data is the interviews, with supporting data 

coming from the observations and transcript data.  
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4.5 Data Collection & Analysis 

Our data consists of 14 qualitative interviews, 2 of which were considered pre-study. These interviews 

were conducted with Generation Y Swedes and were all completed in person and in the Stockholm 

area. The following section explains our procedures, structures of data gathering, and analysis in detail.  

4.5.1 Pre-Study 

The interviews in the pre-study, as well as the main study, consisted of three parts and three methods 

of triangulating data. The full description of the procedures is in the main next section. Our pre-study 

consisted of two, semi-structured interviews. The purpose of the pre-study was to determine the 

usability and flow of the interview questions, observations, and interaction with a chatbot. This was 

used to strengthen our interview guide, interaction with the chatbot, and the observations. Overall, 

there were very few modifications that were needed for the interview guide or procedures after the 

pre-study interviews. We were able to determine that the interactions and questions created a viable 

amount of data that was relevant to the topic. Therefore, we concluded that the pre-study interviews 

were equally usable as the main study interviews in the analysis.  

4.5.2 Main Study Design 

The main study consisted of 12, semi-structured interviews lasting between 35 and 48 minutes, split 

into three parts. We had 12 main study interviews as around the 10th interview we began to see a high 

level of homogeneity in the responses. As such, we held two more main study interviews to ensure this 

was accurate and round off the interviews. Though we have an exploratory study into AI, semi-

structured interviews were selected because we still wanted to focus on a subset of the data - 

technology adoption. We had a rather clear focus that helped guide us in the interview (Bryman and 

Bell, 2011). We had the preliminary lenses of technological frames to help us determine the initial areas 

of questions to focus on. For further details, see the interview guide in the appendix.   

Part I 

The first part was a brief interview to determine the participant’s current level of knowledge of chatbots 

as well as the general perception of the technology. We initially began with general questions to help 

put the interviewee at ease and allow us to gain a rapport (Flick, 2009). After that, we moved into more 

specific questions centered on three main topics: current understanding of chatbots, their usefulness, 

and scope of usability.  This section of the interview usually accounted for approximately 20-30% of the 

entire time that we spoke to the participants.   
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Part II 

The participants were then introduced to chatbot technology by being asked to converse with a chatbot 

named AIDA, used by Skandinaviska Enskilda Banken AB (SEB Bank) as a customer service tool7. The 

interaction itself was broken into two phases. During Phase I, the participants were asked to attempt 

to open an account at SEB through the chatbot interface. They were given instructions that they should 

get as far as possible without disengaging from the chatbot interface, meaning not clicking links or 

calling SEB customer service. This task was deemed as “not possible to complete” by the researchers. 

In order to open an account, one needs to login to the internet bank or call customer service. In Phase 

II, the participants were asked to try to find out how to use Mobile Bank ID. Mobile Bank ID is a citizen 

identification software used in the Nordics and is used for many things from payments to bank login 

(“This is BankID,” 2018). The participants were told that they should follow the prompts they are given 

and “pretend” to be able to complete the steps. This allowed the participants to get an understanding 

of how a full process would work with the chatbot. As the participants were given one task they were 

able to complete and one they were not, it allowed them to see the wider spectrum of possibilities 

while using the chatbot. It should be noted that this section of the interview was not an experiment, as 

an experiment uses predictive hypothesis rather than an open research question (Saunders et al., 

2012). It was rather an exposure to the technology to ensure that the participants had an understanding 

of what chatbot technology entails so we could have a deeper conversation with them regarding the 

technology. This part of the interview lasted for about 10% of the entire interview time.  

Part III 

The remaining 60 – 70% of the interview was an in-depth investigation of the participants’ feelings, 

perceptions, attitudes and intended use of the technology. During this part of the interview, we asked 

questions pertaining to these key areas:  

 Nature of AI technology 

 Experience from interaction with the chatbot 

 Future expected and/or desired development 

 Implications of the technology 

These areas of questions were used to tease out answers to understand “how” and “why” they would 

or currently do use the technology (Bryman and Bell, 2011). This would help us best understand the 

likely reasons for adoption.  

                                                             
7 Please refer to Figure 2 in Section 2 for an example of what the SEB chatbot looks like 
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Below (Figure 6) is a visualization of the process of how we have conducted our analysis which combines 

the elements of our research philosophy, approach, strategy, and choice. 

 

Figure 6: Our process of understanding & analysis 

4.6 Sampling 

For our project, we had to decide on two different samples.  

4.6.1 Chatbot Selection 

The first was the determination of which chatbot tool we would use during the interview to introduce 

our participants to a chatbot technology. Primarily, we began by asking an expert on chatbot technology 

what the main chatbot development companies were. He helped us identify two companies and one 

platform. 

Companies: IPSoft, IBM (Watson) 

Platform: Facebook 

These three gave us a starting point to begin looking into chatbots that are available on the market. It 

also gave us a comparison to what we should be looking for. We used internet search, ranking list, and 

websites to determine both the current level of functionality as well as where to find chatbots. We built 

a list of 17 chatbots that we could potentially use for our study. This method could be considered similar 

to the virtual snowball method, which uses digital referrals and connections to build and develop 

participant pools in a study (Baltar and Brunet, 2012). In our case, we were building a list of chatbot 

tools we could use and websites were our sources.  

Literature Review

Initial Understanding

Interviews & Transcription

1st Level Coding

Re-examination – Literature & Data

2nd Level Coding

Re-examination – Literature & Data

Final Level Theme Determination



26 
 

We began an analysis of the available options and filtered them on several separate criteria to 

determine which chatbot to use in our study. A full overview of the rankings can be seen below in Figure 

7. Our system used exclusion criteria8 to determine whether or not the chatbot could be used for our 

study. First and foremost was a determination as to whether it had a clear commercial purpose, as we 

are after all writing about business themes. We then looked at whether or not the chatbot could be 

accessed without logging into a platform or account. This was important because we would need to 

have people access the chatbot conveniently and anonymously to ensure all participants have the same 

initial setup. Finally, we wanted to ensure that we would be able to get a copy of the chat transcript to 

check the data against what the participants said in the interview. This process led us to three chatbots 

that made it through the initial screening: SEB Bank, Fidelity Investments, and Nordea Bank. All three 

were customer service tools at financial service firms.  

Rank 
Name of 
Company 

Platform/ 
Developer 

Type of chatbot 
Transcript 
accessible? 

Requires 
login? 

Commercial 
Purpose? 

Subjective 
Rating of 

Functionality 

1 SEB Bank IPSoft Customer service Yes No Yes Average 

2 Nordea Bank Undisclosed Customer service Yes No Yes Average 

3 
Fidelity 
Investments 

Unknown Customer Service Yes No Yes Average 

4 Northface IBM Watson Style Finder No No Yes Average 

5 Swedbank Nuance Customer service No No Yes Average 

6 Amtrak Undisclosed Customer Service No No Yes Average 

7 Tommy Hilfiger Facebook Style Finder Yes Yes Yes Average 

8 Whole Foods Facebook Recipe tracker Yes Yes Yes Low 

9 SkyScanner Facebook Flight Finder Yes Yes Yes Low 

10 H&M Kit Style advisor No Yes Yes High 

11 RightClick Undisclosed Building website No Yes Yes Low 

12 Cleverbot Proprietary Conversation bot Yes No No Average 

13 Poncho Facebook Weather App No No No High 

14 Epic Reads Facebook Book Finder Yes Yes No Low 

15 Ruuh Facebook Conversation bot Yes Yes No Average 

16 Spotify Proprietary Song Finder Yes Yes No Low 

17 Woebot Proprietary Therapy No Yes No Average 

       Figure 7: Chatbot options for our study (ranked most to least viable) 

From these three, we were able to quickly exclude Nordea’s as it was only available in Danish. We were 

left with SEB and Fidelity. After conversing with both and gaining a deeper understanding of their 

capabilities, we were able to determine that because we are in Sweden and our participants will be 

Swedish, the Fidelity chatbot would not work. It required a basic literacy of American financial systems. 

As such, we selected the SEB Bank chatbot, which was only able to communicate in Swedish. This would 

have further implications on our sampling for the participants.  

                                                             
8 Refers to criteria which automatically disqualifies  
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4.6.2 Interview Participants 

Our second sampling dimension was to determine the interview participants. As the nature of TA9 is 

not to be too prescriptive, there is not a clearly suggested sampling technique (King, 2004). However, 

for our study, we chose homogeneous, purposive sampling. We used this sampling technique because 

we wanted to understand the viewpoint of one group of people – Generation Y (Millennials) Swedes 

(Bryman and Bell, 2011).  

4.6.3 Why Swedish People? 

According to the 2016 Networked Readiness Index, an index produced by the World Economic Forum 

which ranks countries according to their propensity to exploit technology, Sweden is ranked as the 3rd 

highest (Baller et al., 2016). This means that the country prioritizes communication technologies to 

increase competitiveness. On the individual level, Sweden is ranked 4th, meaning there is a high level of 

penetration and diffusion of internet accessible devices (Baller et al., 2016). This means that the 

likelihood of awareness of the technology is not only higher in Sweden, but that the likelihood that a 

Swede has used chatbots, or other means of more advanced communication is higher as well. The 

second reason that we chose Swedish people is that the chatbot that we determined was best for the 

study necessitated that the participants spoke Swedish. Finally, as we are Masters Students in Sweden, 

we chose Swedes for the practical reason of location.  

4.6.4 Why Generation Y (Millennials)? 

According to a study that was completed by the Brookings Institute, by 2024, Generation Y will make 

up approximately 75% of the workforce in the US (Winograd and Hais, 2014). Assuming the statistics 

are at all similar in Sweden, the future workforce will soon be Generation Y.  We wanted to study the 

people that would be most likely to be in a position where they could drive the development and 

discussion around the technology. A further reason we studied Generation Y is that we felt that a certain 

level of familiarity with the technology would be necessary to facilitate a deep and meaningful 

conversation about the technology. A recent survey by Bresman and Rao (2017), showed that 

Generation Y, specifically in Sweden, saw the use of technology in a workplace setting as highly valuable, 

as compared to Generation X, who saw it as a hindrance (Bresman and Rao, 2017). Again, this gives 

further credence to our viewpoint that Generation Y has a higher familiarity and interest in AI-based 

technology than other generations.  

 

                                                             
9 Thematic Analysis 
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4.7 Quality of the Study 

4.7.1 Dependability  

Dependability ensures that the study is consistent and repeatable (Lincoln and Guba, 1985). In order to 

increase dependability, we have had help from our supervisors and other researchers to complete an 

inquiry audit10, also known as an external audit, to ensure that the study is well understood and to 

evaluate the accuracy of the interpretations and conclusions (Lincoln and Guba, 1985).  

4.7.2 Credibility 

In order to ensure that our results were credible, we have engaged in three methods to increase 

credibility. First, we used the process of peer debriefing to share our insights and processes in order to 

validate our approach and perspective (Lincoln and Guba, 1985). This was done both with our 

supervisors as well as with fellow researchers. Second, we had the participants in the study check the 

material from the interviews for congruency with their viewpoints, known as a members check (Lincoln 

and Guba, 1985).  Finally, we engaged in triangulation as we had multiple researchers who were viewing 

the data and the data originated from multiple sources (Pandey and Patnaik, 2014).  

4.7.3 Transferability 

A qualitative study by its nature generally focuses on individuals in a specific group or category, which 

can lead to a more focused approach, creating issues for transferability. To mitigate these issues, we 

have chosen to increase transferability by using a technique known as thick description. Thick 

description refers to the detailed account of field experiences in which the researcher makes explicit 

the patterns of cultural and social relationships and puts them in context (Holloway, 1997; Lincoln and 

Guba, 1985). In other words, we will not only explain what was said, but also explain the context of the 

situation.  

  

                                                             
10 A researcher not involved in the research process evaluates the study for consistency (Lincoln and Guba, 1985) 
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5. Empirics & Analysis 

In the following section, we will present the findings from the interviews with our participants. We will 

discuss three separate framing constructs which we believe are driving the interpretation of AI-based 

technologies among our participants. As previously stated, our empirics and analysis will discuss the 

understanding of AI through an interpretivist lens, motivated from the theory of technological frames 

and derived from a process of Thematic Analysis.  

 

Figure 8: Identified constructs and technological frame (outer circle) of our participants 

In the visualization above (Figure 8), one can see three separate framing constructs11 (henceforth 

referred to as constructs) that we have recognized help shape our participants understanding and 

attitudes toward chatbot technology. While we do not believe that these three areas account for the 

entire perception of the technology, they were the most prevalent during our thematic analysis of the 

interviews and other data. As noted by many authors, including Orlikowski and Baroudi (1991) as 

pertaining specifically to IS12 studies, in interpretivist studies and analyses the researchers are not 

separated from the study (Orlikowski and Baroudi, 1991). While we have used methods such as 

triangulation and multiple researchers to help decrease bias, we recognize that our perceptions are 

part of the choice of constructs and can influence the themes. Nevertheless, these constructs are 

grounded in the literature of technological frames as it has been exemplified in our theoretical 

underpinnings. Specifically, they are grounded in the logic of how societal, political, and cultural factors 

influence the development of technological frames and also on the original interpretations of 

                                                             
11 We use this term to describe areas that shape the frame of an individual 
12 Information Systems, see glossary for definition 

Societal 
Trends & 
Attitudes

Individual 
Experience

Cultural 
Norms
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technological frames as it pertains to individuals’ interpretations of their experience with the 

technology (DiMaggio and Powell, 1983; Lin and Silva, 2005; Meyer and Rowan, 1977; Orlikowski and 

Gash, 1994). 

In the three sections below, we will cover each construct in-depth by providing verbatim feedback and 

analysis of participants’ perceptions. We would like our readers to note the overlap that is shown in 

Figure 8 above. This is tremendously important as we believe that each construct of the frame is 

influenced and shaped by the other constructs. Therefore, the specific quotes and classification within 

each section should not be viewed as being exclusive to that construct, but rather as most dominant to 

said construct. We begin with Societal Trends and Attitudes.  

 

5.1 Societal Trends & Attitudes 

We define societal trends and attitudes as the general understanding and communication of AI-based 

technology as derived from the structures and entities that support society. In this construct, we have 

a particular focus on businesses and organizations that help shape society as we came across a large 

emphasis on organizational viewpoints during our analysis of the interviews. As further explanation and 

clarification of this construct, we have several areas we will explore more deeply.  

5.1.1 Inevitability of AI 

What we have found in our study, at least as it pertains to the perception of AI-based technology, is 

that there is a general feeling that AI will inevitability be brought forth. Our participants stated that they 

do not feel that they have control over their encounters with the technology. When asked “Will you 

use chatbots in the future?,” nearly every participant said “Yes.” When asked why, the vast majority 

felt they did not have a choice. One such example is below.  

“I feel like it's [chatbots] going to take over. I feel like it's the same with phone things 

now. You can't call anywhere without them putting you through a system where you 

have to press 1 for whatever or 2. Chatbots will just end up taking over.” 

- Andrea, Key Account Manager 

In this example, Andrea was discussing the future development of AI and chatbots. She was discussing 

how she sees chatbots becoming similar to phone systems that relay the callers based on buttons 
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pressed or words spoken. What is interesting, is that this belief that chatbots and AI were definitely 

going to “take over” was discussed by nearly all of the participants in the study. At first, we believed 

this to merely be a reaction to a technology that has been under development and in the spotlight. 

However, as we began to interpret the data, we realized that all participants were nearly completely 

resigned to the inevitable takeover of AI-based technology. To the participants, it had become a 

foregone conclusion and they were willing to accept the consequences of the new technology without 

fully understanding it, which in turn we believe has greatly shaped their perception of the technology. 

We believe that this is motivated, at least in part, from the participant's view of the technology as simply 

a tool for companies to cut costs. This is exemplified in relation to many of the insights we received 

related the “purpose” of chatbot technology from the participant's viewpoint.  

5.1.2 Effect on the job market 

The effect that AI will have on the labor market is both heavily debated and fairly polarized. There are 

generally two camps that we have encountered during our study when it comes to the discussion. The 

first states that AI will work as an enhancement tool that will augment the work market by creating 

efficiencies that lead to increased productivity of employees. This viewpoint claims that the number of 

jobs will not be affected by AI, but rather less skilled labor will be shifted to higher skilled labor. The 

second states that jobs will be automated and there will be a need for fewer people, therefore AI will 

lead to higher unemployment. Whichever is correct, if either, there is a complex discussion around the 

topic. This was prevalent during the interviews with the participants, as nearly all participants discussed 

what they claimed to be the purpose of chatbot technology: cost reduction through staff downsizing. 

This viewpoint was exemplified in this simple and direct quote by Mikael in response to the question: 

“What do you think the purpose of chatbot technology is?” 

“For me, the first thing I think of is getting rid of staff, so you can change people for 

computers instead.” 

- Mikael, Facility Manager 

This sentiment was repeated over and over again in nearly every interview that we held: the purpose 

is to reduce staff! Not once when we asked the participant what the purpose was, did they discuss 

chatbots from an end user (their own) benefit perspective. This is highly important because it again 

demonstrates how the participants appear to be accepting the technology as a foregone conclusion of 

societal trends.  
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From the average participant’s perspective, chatbots are not primarily a tool to improve their lives, but 

a cost-savings mechanism. Going further, many of the participants, including Mikael, were politically or 

morally opposed to the idea of cutting jobs to save on costs. Mikael, in response to this issue, stated:  

“…on a political scale [it matters]. I wouldn’t say I am a big fan of it [cutting jobs to save 

money]. But I feel like we have to follow the technology…that’s the way forward. Not 

trying to work against it, basically.” 

- Mikael, Facility Manager 

His perception was that there is little choice. The technology has been accepted at a societal level, so 

his individual viewpoint is diminished.   

Of course, not all participants had strong feelings regarding AI’s effect on the labor market. Some 

people took a more pragmatic approach to the issue.  

 “I know that, of course, this will entail cutting service jobs and so on probably as well, 

that’s an aspect of it. But perhaps in the best of cases they can find more fun and 

productive work elsewhere. Or we'll figure out a solution on a societal level - I’m not 

sure about that yet. But my feelings are not too strong in either direction.” 

- Hanna, MSc Student 

Whether one has strong feelings about how AI will affect the labor market, such as Mikael, or not, such 

as Hanna, it does not disregard the viewpoint that people still feel that the perception of AI is heavily 

influenced by societal powers. We have observed that this is driven by the belief that the technology 

will inevitably be developed and likely be obligatory to the end users. The participants appear to have 

rationalized their lack of clarity pertaining to AI by accepting the terms of the adoption without 

negotiation. As summarized here by Tim, society is moving in that direction and there is little that can 

be done to change it.  

“I have no problem with tech taking jobs because it’s where we are heading and I mean 

if a computer can do it more efficiently than a human can then it should. Then we have 

time to do other stuff, we can find other jobs we can do. So, I mean it’s the way we’re 

heading and I have no problem with that.” 

- Tim, MSc Student 

In a way, it appears that the participants have been conditioned into receiving technological innovations 

on someone else’s terms. In this case, companies, and society as a whole. Our participants appear to 

be willing to accept the technology even though much of the time, they have ethical, political or self-
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motivated reasons not to accept it. Another such example can be seen when discussing the ethical and 

safety considerations around information security.  

5.1.3 Information Security 

Approximately half of the participants brought up their concerns about personal data security and being 

tracked and manipulated through data use. This could be partially due to the recent scandal 

surrounding Facebook and Cambridge Analytica13. However, because only one participant mentioned 

this scandal, we still believe information security is a general concern as it was brought up in numerous 

contexts and with several interviewees without any direct encouragement from us. Below are five 

separate examples of the participants bringing up data and/or information security.  

“I would be somewhat concerned about the data privacy aspect of it like giving away 

that information. Because that’s obviously the advantage of meeting face-to-face, 

[your data] is only there [discussed in the meeting] … But in general, privacy is always 

a concern these days.” 

- Hanna, MSc Student 

“What’s been mostly on my mind nowadays … [is] the whole information security part 

of it, I would say. What’s happening with my information?” 

- Mikael, Facility Manager 

“Well, what happens if they sell the information about you to another system? And they 

try to interact with me in other systems that I'm not okay with being interacted with 

it?  Or maybe they tried to capture my information that I'm not okay with?” 

- Malin, Data Analyst 

“People and companies can tie me into the digital footprint anyway … if the chatbot 

starts referring to me without me logging on to my account. It's not like they don’t 

already have a broad picture of who I am, but sometimes you know it can be like “Hi 

Peter” and I'm like ‘Whoa! You don't know me’…” 

- Peter, MSc Student 

“… I just hope that it does not send the information to someplace I don't want. For 

example … maybe I say the most hated word in the entire world … I just say that 

                                                             
13 This was a well-known scandal that occurred in late 2017 to early 2018. At the time of this study, the scandal was still 
highly discussed. The basic premise was that Cambridge Analytica allegedly used personal data of Facebook users to help 
drive election results in many election campaigns across the globe, including the election of Donald Trump to President of 
the United States. 
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[something awful] … messing with the AI. And then something would happen because 

of that. That is the issue … like information that it shouldn't be concerning with, but it 

still sends it in that you were on the record somewhere saying it.” 

- Theodor, Resident  

All of these quotes are essentially boiling down to a single sentiment: “I do not understand how or why 

my data will be used by AI-based systems and it concerns me.”  

Given this statement, one can see how the idea of information security can affect the frames of our 

participants. Information security is a societal scale issue as it is derived from how people interact with 

each other. However, important to understand is that even though all five of the people above had 

these concerns, they later went on to say that they were likely to use AI in the future or were already 

using it. In other words, they accepted that AI-based technology is posing a risk to the integrity of their 

personal data, and in some cases, they feel their data could be used against them but were still using 

or had the intention to use it. We believe that this relates to the viewpoint that our participants’ frames 

are deeply driven by societal attitudes toward the technology. These attitudes appear to be helping to 

shape their preferences, perceptions and likely use of the technology. And while there are societal 

attitudes related to both the effect AI may have on jobs as well as personal data integrity, the overall 

perception of AI at a societal level, at least as viewed by our participants, is that it is inevitably going to 

be used. People feel that companies benefit from reduced costs by using AI and this leads to the 

interpretation that they will be forced to use it as a consequence of companies adopting the technology.  

 

5.2 Cultural Norms 

We define cultural norms as the set of beliefs and practices that work to guide the way that people 

perceive the world around them. In the scope of our study, these norms form an important perception 

of AI-based technology and we believe help guide our participants’ frames. In many ways, AI-based 

technology itself has been shaped by the imagination and misunderstanding of what AI is capable of as 

this has helped push development. The following two sections will further discuss this phenomenon in 

two key areas: the desire for humanity and popular opinion.  
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5.2.1 Desire for Humanity 

Though most, if not all, of the participants claimed that efficiency was preferable to an ability to look 

and feel human, we noticed an underlying current which implied otherwise. For many people, they felt 

a desire to congratulate the AI or say “thank you” or “please” as they conversed with it. This was made 

even clearer in the chatbot transcript where several people went so far as to prolong the chat session 

by formally ending the conversation by saying “Tack” (“Thank You” in English), or by trying to learn 

more about the AI through questions like “How old are you?” or “How is it to be an AI?”. One of the 

participants, Theodor, thought the phrasing of “Det var så lite så” (English - “Not at all”) was so 

unexpected and fun that he said “Nice!” during the chat and told us about it immediately. The 

participants had a heavy desire to humanize the chatbot likely because it was emulating a person and 

the participants felt rude or wrong not treating it as such. As one of our participants stated:  

“I'm still at the point where I feel like I need to say ‘Thank you’ to the robot and [during 

the chat] the robot responded ‘No worries’.  When you think about it, that is a soft skill 

that the robot does not really have to have - I just need the information. Although that 

does make you feel like you're being taken care of.” 

- Sophie, Data Analyst 

A further demonstration of this need was evident in the words chosen by the participants. Seven (half) 

of the participants referred to the chatbot as a “she,” and not an “it.” 

However, while this pattern of humanizing the chatbot is prevalent in the interviews, we think it is 

important to point out that this could be due to a lack of familiarity with the technology. As one of our 

interviewees pointed out:  

“…every time I try it, I get a bit more positive to it, so maybe I change my attitude a bit 

for the better. Because I think it's about changing the habit and just getting used to the 

fact that they exist and trying them again and again.” 

- Miranda, MSc Student 

Even if it is simply an unfamiliarity with the technology, the desire for humanity exist minimally in the 

short term, and one could say is driving the perception of how “complete” the chatbot is. We feel that 

the participants desire to humanize the AI system was driven by the generally understood cultural 

norms of politeness and not wanting to offend. As the technology is meant to emulate a human being, 

the cultural context of a regular conversation with a human being appears to have filtered into the 

conversation with the chatbot.  
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5.2.2 Popular Opinion 

In addition to the participant's desire for humanity for the chatbot, popular opinion also appeared to 

be another culturally driven perspective that helped shape the participants’ frame of the technology.  

AI is undoubtedly one of the most highly anticipated, feared and polarized technologies that has existed 

in this century. When AI was first brought about as a concept in the 1950s with the release of Alan 

Turing’s paper, “Computing Machinery and Intelligence,” no one could have imagined the extent to 

which it would develop. There have been movies, TV shows, political debates, technological 

conferences, books and magazines devoted to discussing how AI will develop and what that means for 

our future. People have been heavily influenced by popular culture and much of the information is 

incorrect or heavily fictional. This means that people likely have distorted interpretations as to what AI 

is and what it can do. We believe this has manifested in the Cultural Norms that our participants have 

established around AI. Many people are expecting a walking, talking, killing machine when what they 

receive in reality is a system which can use limited context to drive decision-making processes. In our 

study, we have found that individuals use popular opinion to frame their understanding of chatbots, 

which works in shaping people’s perceptions and interpretations of the technology. Mikael discusses 

his interpretation of AI via “The Terminator” below.  

“… in my experience from robots and chatbots, … when it becomes more human-ish, I 

guess it will be cool but at the same time a bit frightening if you start looking at it in a 

‘Terminator’ way. What could go wrong? … I guess that’s the kinds of things that would 

be on my mind probably.”  

- Mikael, Facility Manager 

As our readers likely are aware, “The Terminator” was a popular movie in the 1980s that revolved 

around preventing the “rise of the machines” and the eventual apocalyptic future. “I’ll be back,” an 

iconic quote by Arnold Schwarzenegger in the movie, is ranked as the 37th most popular quotes in the 

history of film by the American Film Institute (Smith, 2005). As such, the movie has been viewed and 

scrutinized heavily. This image of the machines taking over the world has driven a great deal of latent 

fear and worry about the implications of AI. But to some, they do not see this as a problem. As Angelica 

put it:  

"If the robots take over then we can focus on yoga and baking bread and taking care 

of each other. That’s not my fear. I’m not scared of that technology, no. I think it's a 

good thing." 

- Angelica, Credit Analyst 
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However, this attitude, understandably, is rare. As seen here, one of the participants is using a portrayal 

of AI in the movie “I, Robot,” a movie which delves into the development of AI to a level of self-

awareness, as a gauge to see how far we are along the path of development. She says: 

“I think it will remain positive until an ‘I, Robot’ situation. If that ever happens, I would 

say we’ve gone too far - if it takes over.” 

- Emma, MSc Student 

A separate participant discussed the movie “Her,” another AI movie, wherein a man falls in love with 

an AI system.  Theodor was discussing his desire for the AI to understand that it is appreciated by him 

when he says “Thank you,” and later discussed the effect of self-awareness on AI systems, as seen 

below.  

“When I think of AI movies like, for example, the movie “Her,” … and how the AI starts 

to become self-aware … then realizes that it's trapped and being used.  I don't think it's 

[AI] going to try to destroy humankind, it's just going to feel trapped and I will feel sad 

for it.” 

- Theodor, Resident  

These three participants, as well as several others in the study, have made associations with both 

popular culture and opinion and relate these associations to the technology. Consequently, we believe 

these help frame their perceptions around the technology and can have an effect on future use.  

Currently, there is no evidence that AI-based technologies have, or potentially ever could have, feelings 

as we understand them from a human perspective. This is partly because humankind does not really 

understand what emotions truly are (Griffiths, 1997) and partly because there is no current way to 

determine ‘feelings’ in a machine (Frankish and Ramsey, 2014). Either way, we have seen evidence that 

the extensive conceptualization of AI as framed by popular opinion and media has put expectations on 

the abilities of the technology. Furthermore, we believe this expectation effects individuals’ 

technological frames. In simple terms, if you are worried about whether or not you will make the 

‘machine overlords’ angry during your chat conversation, this might create a sense of concern around 

AI technology.  
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5.3 Individual Experience 

We use the term individual experience to refer to participants’ prior and current knowledge and 

experience around technology through involvement or exposure to it. This means that individual 

experience includes those interpretations that are shaped through people’s involvement or exposure 

to chatbot technology, their perceptions on the technology’s value and its importance to them, and 

their interpretations of technology in terms of old technologies or other means of accomplishing their 

goals. Our findings suggest several ways that participants frame their conceptions of the technology. It 

is important to recognize that these ways of interpretation interrelate and overlap with one another. 

We now delve into them in detail. 

5.3.1 Inability to Manipulate 

An extremely interesting point that we encountered during our interviews was that many of the 

participants felt they were missing the ability to manipulate or control the chatbot through emotional 

context. The participants felt that if they were to talk to the chatbot and said things such as, “I am going 

to leave the company if you cannot fix this!” the chatbot would not have the sense to realize that 

statement was a cue to try and reign in the customer. An example of this was stated by Cattis when she 

was discussing concerns she had about talking to a chatbot.  

”My concern would be that maybe it doesn’t get me … Because to be honest it is easier 

to affect a human being by influencing, showing emotions … if you feel like you’ve been 

wronged, but a robot won’t be able to be affected and a lot of times when things are 

going wrong [for me], you need to influence people to get your rights … I think with a 

robot maybe that is missing and you won’t be able to influence it.”  

- Cattis, MSc Student 

Her statement shows how she frames her perception of chatbot technology on the basis of what it 

allows her to do. As we can notice here, Cattis is interpreting the technology in terms of other ways she 

can go about completing her task as she refers to what she can currently do in a customer service 

function. Therefore, her framing of the technology is formed on the basis of other means of achieving 

her goals. In this instance, Cattis sees the lack of emotional sensitivity on the part of the technology as 

something inhibiting her perception of the value the technology brings to her. She was not the only 
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person who was concerned by the lack of emotional sensitivity of AI. The quote below is even more 

overt as to a desire to ensure control through emotions.  

“The reason that you call and you want to talk to a human is because you want to 

gauge the tone in their voice.  If you put the pressure on this person, can they find 

another solution for you? Can you talk to their manager if it doesn't work?  That's the 

human touch that you get if you call someone … So I do not think that function is 

something that a chatbot could do better.” 

- Sophie, Data Analyst 

Sophie states that one cannot “gauge the tone” of a chat, and subsequently cannot pressure the person 

to get results. This is a belief that she has which appears to be influencing her perception of the value 

of the technology.  

5.3.2 Perceptions of the Technology’s Value  

As noted during the theoretical discussion, people’s technological frames are formed by perceptions or 

assumptions about the technology’s value (Kaplan and Tripsas, 2008). Our findings suggest that 

people’s perceptions around the technology are driven through their interpretations of the 

technology’s value in terms of how the technology makes their lives easier or helps them achieve what 

they set out to accomplish. Specifically, the speed of fulfilling the task and efficiency have been found 

to be commonly used words in framing their perceptions of the technology’s value.  

“She was helpful, quite clever, it was quick. Overall a good experience! I got answers to 

my questions straight away. Got guidance on how to do it, especially for the bank ID. I 

think it was very straightforward and clear.”  

- Emma, MSc Student 

As illustrated in the example above, the speed of fulfilling the task, as well as the straightforward 

manner of accomplishing it, indicates how Emma perceives the technology’s value. In our study, speed 

and efficiency have been the most consistent words used to signify the importance of the value of 

chatbots in their lives. In fact, we found the word “quick,” “fast,” and near variations were mentioned 

over 70 times. This accounted for an average of approximately 5 mentions per interview. All 14 

participants in our study, ascribed speed and efficiency as significant benefits of using chatbot 

technology. The two quotes below exemplify this perspective.  

“I think it’s very useful. But only of course if it works to solve my problem more quickly 

than I could solve it myself or someone else could solve it. So, I guess that it needs to be 

efficient. Then, it’s very good.” 
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- Miranda, MSc Student 

 “Because it is more efficient. You get to the point faster, you get what you need out of 

it faster.” 

- Sophie, Data Analyst 

Moreover, our participants’ perceptions of the technology’s value were also motivated by how easy to 

use they found the technology. Ease of use was often referred to when describing what makes the 

technology valuable to them. As illustrated below, when probed on the technology’s value, the 

respondents referred to the ease of use as something which influenced their perceptions and framing 

of the technology.  

“I would say that it was easy to use, you got the answer that you needed…”  

- Mikael, Facility Manager 

 “It was easy. It was just like a chat.”  

- Angelica, Credit Analyst  

It is important to note that in our study, we found that people’s perceptions and attitudes toward 

chatbot technology were driven to a larger extent through their perceptions of the value it brings to 

them rather than its ease of use. Here, we see how individuals are evaluating or framing the technology 

on the basis of certain performance criteria. This is in line with Kaplan and Tripsas’ (2008) assertions of 

how technological frames shape actors’ categorizations of technology on the basis of the performance 

criteria they use to evaluate it (Kaplan and Tripsas, 2008). Considering that the majority of our 

participants had in fact interacted with this technology before, or technologies which function similarly 

(i.e. chat-based conversation) it is logical to infer that they find using the technology easy and simple. 

This is illustrated in the quote above, whereby Angelica compares the experience of using a chatbot 

with the experience of conversing via chat in other technology platforms.  

The example above also hints at another important finding in our study. That is that people form 

perceptions about the technology on the basis of their familiarity with it and comparisons to other 

technologies. Therefore, their technological frames shape how they conceptualize the technology 

relative to other technologies and their familiarity with it (Orlikowski and Gash, 1994). 

5.3.3 Relative Advantage 

By using chatbots as an anchoring point, respondents had a large spread of comparisons to other 

technologies/systems that can complete tasks in a similar way. These ranged from other human beings 
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to other technologies, such as interactive voice response systems. The constant comparison means that 

people have a level of expectation when using the technology that sets their frames of reference.  

Considering that chatbot technology has primarily been used in the context of customer service, the 

first point of comparison comes with the juxtaposition of chatbots and human representatives. As a 

framing device, individuals make comparisons between conversing with a chatbot and calling a human 

representative. One example is below: 

“… the thing you get from a human being [is missing] … They [chatbots] have to take it 

a few steps further because that’s what you need a human being for. You can probably 

read the face value of what you’re giving the chatbot, but to actually take a few more 

steps down the line in helping you, I’m guessing that’s a limitation.” 

- Cattis, MSc Student 

In framing their perceptions of what the technology should be able to do, users form their conceptions 

based on the support they would have received by a person. Seeing as a person would, in principle, be 

able to understand the context around the situation or individual needs of the user, the expectation is 

that chatbots should be able to do the same. As a consequence, the expectation of when a technology 

is ‘worthy’ of adoption is increased on the basis of this framing device. Users expect chatbots to behave 

in a similar way to humans and take into account the surrounding context when assisting them with an 

issue. However, this is dependent on the situational context. Sometimes, when speed and efficiency 

are preferred or required, individuals tend to shift their preferences to using chatbots. At other times, 

individuals might prefer the human touch and deprioritize speed and efficiency. As such, there is no 

rigid dichotomy between the two and thus relates to our prior assertion that the constructs are 

interrelated and overlapping. The following example illustrates how relative advantage is used as a 

framing device: 

“I think that if it sounds more like a human it’s easier to not get annoyed. If you think 

it’s a computer, you want it to know everything, right now, you don’t have … it’s not 

supposed to have any errors. I think it’s better if it’s more like a human.”  

-  Angelica, Credit Analyst  

As soon as the participant was asked how she felt using the chatbot, the immediate framing reference 

is the relative advantage compared to a human.  
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5.4 Empirical & Analytical Reflections 

The overarching story of our participants appears to be that there are many areas which help shape 

their perception of the technology. We believe that these three constructs – Societal Trends and 

Attitudes, Cultural Norms, and Individual Experience – are helping to shape the participants’ frame and 

eventual use of the technology. Our participants, of course, did not see these three constructs 

separately. They are all part of the same picture and highly interrelated. For most of our participants, 

the potential use of the technology was guided from one area more than the other. In our opinion, the 

societal trends and attitudes were the most influential construct. We discussed the inevitability of AI, 

which our participants felt was coming from the business sector as AI and chatbots are a cost-saving 

mechanism. If the participants truly believed that they did not have a choice as to how or when they 

would use chatbots, then it would appear that their use of AI-based technology such as chatbots is 

somewhat resolute in their mind: they will use it because they feel they have to!  

While this appeared to be the case for most participants, there is still an indication that the frames of 

the participants are being shaped by all three constructs, as well as other areas that we have not 

addressed. The interpretive process of understanding an ambiguous new technology such as AI appears 

to require multiple points of reference. As a practical illustration, where do we normally look when we 

do not understand something? Other than Google, we will likely go to those we trust or try to think 

about similar situations or general opinions that make sense in said situation.  As such, we propose that 

the frames of our participants, as they relate to AI and chatbots, are indeed shaped by these constructs. 

The constructs are interrelated and shaped by each other to help form the frame. 
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6. Discussion 

Hitherto, we have presented and analyzed our findings to examine individuals’ technological frames 

regarding chatbot technology. Following, we tie our findings back to the theoretical underpinnings 

(section 3.5) by explaining how current theory supports the explanations and where it could be 

augmented to provide a richer understanding of the phenomenon of AI technology adoption. Thereby, 

we develop an initial understanding of the adoption of AI technologies and provide suggestions on how 

existing theoretical notions derived from frames and technological frames specifically can be elevated 

to account for the different dynamics presented by AI-based technologies. We conclude our discussion 

by reintroducing the research question and outlining the answer derived from our analysis.  

6.1 Frames as Shaped by Societal Trends & Attitudes 

As noted during our analysis, the constructs in our analysis have been grounded based on the 

theoretical underpinnings derived from the frames and technological frames literature. Among the 

main findings of our study is that individuals perceive AI-based technologies as something inevitable 

which they have little control over. As such, our participants, as Gen Y Swedes, perceive that the 

ubiquity of AI-based technologies is a foregone conclusion whereby the consequences of the new 

technology are accepted without much deliberation. Revisiting the literature, we know that frames exist 

on the industrial or societal level (Barrett, 1999; Olesen, 2014). 

Furthermore, literature has pointed how the shaping of technological frames is shaped by social 

processes or the interactions among societal actors, encompassing organizations, industries, 

individuals, and academia, among others (Kaplan and Tripsas, 2008). Our analysis indicates that 

individuals’ framing process is molded by these interactions among actors and the societal 

technological frame. Our participants appear to perceive that it is society that has framed AI-

technologies as a significant development that is inescapable and should be welcomed. Consistent with 

previous literature, this points that organizations’ or society’s technological frame has shaped the 

frames of our participants (Davidson, 2006). Further, as previous literature suggests, knowledge sharing 

among members of society influences members’ understanding of the technology and its uses (Bijker, 

1995; Bijker et al., 1987). A practical example of how this knowledge is shared in society is through the 

conferences that technology giants such as Google or Apple hold when announcing the latest 

advancements in technology. This sharing helps shape how the technology is framed and thereby 

influencing individuals’ perceptions and assumptions around it. It is important to note, that this remains 

speculation on our part as researchers since our study has focused specifically on individuals’ 

perceptions of the technology. However, our findings suggest that the process of how individuals’ 
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technological frames are shaped is indeed a social process resulting from the interaction among 

members of society.  

This underscores another important notion in the literature, which suggests that technological frames 

are dynamic and are constantly shaped through processes of negotiation and power among members 

of society (Orlikowski and Gash, 1994). In our study, we interpret individuals’ perceptions and 

assumptions to mean that they are resigned to the emergent dominant technological frame, that which 

has been shaped by societal members that wield more power in comparison to individuals. This mirrors 

the assertion by Yeow and Sia (2008), who claim that those with more organizational power largely 

influence the emergent dominant technological frame (Yeow and Sia, 2008). From the perspective of 

our study, we elevate this notion of power to the societal level. Individuals express this perception by 

pointing how the technology is a cost-saving mechanism for organizations rather than a technology 

designed for them. Therefore, their perceptions are that organizations have largely influenced the 

formation of a dominant technological frame by wielding more power. Considering that organizations 

are at the forefront of the development of the technology, it is relatively easy to grasp how they wield 

more power relative to individuals. This dominant technological frame overshadows their perceptions 

and assumptions around chatbot technology.  

6.2 Frames as Shaped by Cultural Norms 

Having discussed how Gen Y Swedes’ frames are shaped through larger societal technological frames, 

we now turn our focus to another important factor which shapes individuals’ technological frames. As 

Davidson (2006) notes, the technological frames literature has sidestepped the investigation of the 

cultural and institutional foundations of frames (Davidson, 2006). Moreover, previous literature in 

sociology has recognized that external belief structures and cultural frames play a role in how 

individuals frame phenomena (Barrett, 1999; DiMaggio and Powell, 1983; Meyer and Rowan, 1977). 

Our findings indeed point that cultural norms influence the shaping of technological frames. As noted 

in our analysis, cultural norms help individuals form their perceptions around AI-based technologies. 

Specifically, our participants’ desire for humanity on the part of the chatbot places confines on their 

framing of the technology, i.e. what the technology ought to be able to do and what its functionalities 

should be. That is, akin to a picture frame, they decide what lies within and outside their framing of the 

technology (Azad and Faraj, 2011; Goffman, 1974). In the context of chatbots, our participants place 

comparisons to humans, as they are an alternative means of reaching out with an issue which needs 

resolving. Since, as our participants perceive, chatbots are meant to emulate a human being, they place 

certain expectations on the technology. These expectations lie within their frame of the technology. 

We interpret these expectations of desire for humanity to be motivated by the generally understood 
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cultural norms of politeness. Consequently, this points to some of the cultural foundations of the 

technological frames of Gen Y Swedes.  

Further, as pointed in our analysis, popular opinion seems to be another culturally formed foundation 

of how our participants form their perceptions around AI-based technologies. The portrayal of AI-based 

technology in popular culture shapes individuals’ framing of the technology. However, as Goffman 

(1974) noted, framing is not always a perfect process but rather characterized by ‘miss-framing’, 

ambiguous or even incomplete framing (Goffman, 1974). In the context of our study, we see how 

popular culture’s portrayal of the technology influences how individuals shape the technology, which 

often is a mischaracterization of the technology. In this case, what lies within the frame is not always 

correct or complete. This extensive conceptualization of AI as framed by popular opinion and media 

shapes what goes inside individuals’ technological frames, thereby putting expectations on the 

capabilities of the technology. As a consequence, this ‘miss-framing’ or disputatious framing of the 

technology (Goffman, 1974), can influence individuals’ decisions to adopt said technology.  

6.3 Frames as Shaped by Individual Experience 

Following the discussions around the societal and cultural foundations of individuals’ technological 

frames, we now turn to how individual experience shapes technological frames. Previous literature has 

noted that past experiences and affiliations can be considered as sources of technological frame 

development (Orlikowski and Gash, 1994). Our findings mirror this assertion in that our participants 

seem to form their technological frames around chatbots on the basis of their past experience with the 

technology, with familiar technologies, and comparisons to other means of realizing their goals. For 

instance, our participants, in their perception that chatbots will not be manipulatable, draw from their 

past experience with interactions with a human in framing their impressions of the technology. In this 

instance, we see how individual experience serves as a foundation for people’s technological frames 

affecting what expectations they place on the technology.  

In our study, we find that individual experience (i.e. accumulated knowledge, assumptions, and 

experiences) shape how they construct their frames of chatbot technology. Therefore, individual 

experience, formed through different social exchanges and interactions with other technologies, 

shapes how individuals construct the reality surrounding the technology (Berger and Luckmann, 1966; 

Weick, 1979). This predicates the framing of the technology and their actions surrounding the 

technology (Silverman, 1970). In the context of our study, inability to manipulate and relative advantage 

of the technology in comparison to other technologies are constitutive parts of the individual 

experience. Thus, individual experience drives individuals’ perceptions of the value of the technology 

and as a consequence influences their decisions to adopt the technology.      
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Furthermore, as noted during the analysis, our participants’ perceptions around chatbot technology 

are driven by their interpretations of the technology’s value in the sense of how or if it makes their lives 

easier. These perceptions of the technology’s value arise from their experience with it and how they 

make sense of what the technology has to offer to them. As Lin and Silva (2005) have noted, people’s 

perceptions on the ease of use and usefulness of a technology are dependent not only on intrinsic 

qualities of the technology but also on the context in which the evaluation of the technology occurs (Lin 

and Silva, 2005). Our findings reflect this assertion, in that our participants’ interpretations of chatbot 

technology was not only driven through its functionalities but also through their experience with other 

technologies or other means of achieving their goals. The ‘performance criteria’ they set on chatbot 

technology, which shape their technological frames (Kaplan and Tripsas, 2008), were influenced by 

reflections on their experiences with the technology. Consequently, our findings illustrate how 

perceptions on the technology’s value, which drive adoption, are shaped through individual experience. 

We now reintroduce our research question and provide the answer on the basis of our findings and 

analysis. 

6.4 People’s Interpretations and Attitudes Toward AI-based Technologies 

As first presented during the introduction, our study aims to examine how people’s interpretations, 

assumptions, and attitudes toward AI-based technologies influence their intention to adopt said 

technologies. The research question was posed as follows: 

How do people approach and interpret an ambiguous new technology (AI) as it verges 

on becoming an integral part of their everyday life? 

As opposed to the canonical views of TAM and UTAUT, our findings suggest that people do not engage 

in a solely rational and premeditated process of interpretation when it comes to an ambiguous 

technology such as AI. While rationally based decision making remains part of this process, whereby 

our participants attempt to establish the value of the technology, there are other ways people approach 

and make sense of AI-based technology. Namely, our participants perceive the ubiquity of AI-based 

technologies as a foregone conclusion whereby the consequences of the new technology are accepted 

without much deliberation. Their perception is that a societal technological frame is imposed onto them 

whereby they have little say about their decision to adopt the technology. Furthermore, their 

interpretation of AI-based technology is also formed by the cultural norms that shape their social 

reality. These cultural norms play a role in how the participants frame the technology in terms of the 

expectations they set on the technology’s capabilities. In turn, these expectations influence their 

considerations regarding the adoption of the technology. Similarly, their individual experiences largely 

shape their perceptions of the technology’s value, be it via comparisons to previous experiences with 
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other technologies or with the technology at hand. In simple terms, they make sense of the technology 

on the basis of the context that has and still surrounds their social reality.  
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7. Conclusions & Outlook 

In this section, we will discuss our general conclusion from our study, followed by limitations. We will 

finish with a discussion of the managerial and theoretical implications of the study, as well as future 

research suggestions.  

7.1 Conclusion  

The phenomenon of Artificial Intelligence continues to capture the imagination of the world as the 

human race explores what intelligence, artificial or otherwise, truly means. AI forces us to question 

ourselves and how we interpret the world around us. Our study set out to investigate this phenomenon 

in a business context to attempt to answer how a group of individuals interprets and makes sense of 

an ambiguous new technology. More specifically we set out to answer:  

How do people approach and interpret an ambiguous new technology (AI) as it verges 

on becoming an integral part of their everyday life? 

We believe that our exploratory study into the world of AI-based technology adoption has shed some 

light into this dark corner of research. 

We began with an extensive literature review covering the major theories that are related to the topic 

of technology adoption, ultimately grounding our study in technological frames. Engaging in a thematic 

analysis and abductive approach, we discovered, through a series of interviews with Generation Y 

Swedes, that their frame of AI and chatbots is shaped by many different constructs. We believe that 

these constructs - Societal Trends and Attitudes, Cultural Norms, and Individual Experience - not only 

shape the frames of our participants but are interrelated. In the scope of our research question, this 

framing instrument helps them make sense of the technology.  

We have observed that our participants believe the adoption and use of AI-based technologies to be a 

foregone conclusion. This feeling of inevitably of AI appears to be guided by the belief that society, 

through the lens of business, will push AI-based technology forward due to its many benefits. This 

construct, Societal Trends and Attitudes, appears to have the greatest impact on our participants’ 

frames. However, as we have stated, participants’ frames are also shaped by cultural norms and their 

individual experiences, which motivate their expectations of the technology. Through our analysis, we 

have been able to gain an explorative understanding of AI and begin to construct a high-level framing 

of the interpretation of AI-based technology. 

In the following sections, we will discuss how these new insights in AI-based technology adoption can 

form theoretical and practical worlds, as well as suggestions for future research.   
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7.2 Limitations 

As with any study, there are certain limitations that exist. These limitations pertain to the methodology 

and the nature of the phenomenon studied. As a first limitation, we recognize the configuration of our 

sample. The composition of participants in our study is homogenous, focusing on one particular group, 

namely Generation Y Swedes. While for the purposes of our study, the sampling choices served well, 

they pose a limitation in terms of our ability to generalize outside this sample. Furthermore, while our 

sample size of 14 participants supported us in identifying patterns and proposing how a group of people 

frame chatbot technology, we do not allege to have fully depicted the technological frames of this 

group.  However, as noted in the methodology chapter, this sampling was purposeful since it allowed 

us to obtain richer data by facilitating a richer discussion around the technology with participants who 

have more familiarity with technology. Meanwhile, the demographic focus on Swedes was chosen due 

to their acquaintance with and propensity to capitalize on technology, our choice of chatbot which 

required Swedish knowledge, and our proximity as researchers to the participants.  

The second limitation which pertains to methodology is our choice of chatbots as an exemplification of 

AI technology. While chatbots serve as a good representation of AI capabilities and allowed for a richer 

discussion around the technology, the choice limits our ability to generalize on the level of all AI 

technologies. However, we believe our research serves well as a groundwork for future studies into AI 

technologies.  

The third limitation results from the type of data collected. While we believe that semi-structured 

interviews were the correct choice, we would have preferred to obtain a second viewpoint from experts 

in the field of AI and chatbots. Gathering data on the developer side could have increased the validity 

of the data by having a comparison point to the perceptions of the end users and helped give further 

credence to the viewpoint that our participants’ perceptions are ‘miss-framed’ or framed incompletely. 

This also might have increased our ability to give better managerial suggestions as we would have a 

better understanding of the technological frames of organizations and used it for comparison with 

those of individuals.  

Lastly, a final limitation relates to the nature of the phenomenon studied. As argued in the theoretical 

underpinnings, technological frames are dynamic and evolve through time. In our study, we have 

managed to understand only a snapshot of individuals’ technological frames. Nevertheless, previous 

research recognizes this inherent limitation of technological frames as an analytical tool and suggests 

that using a longitudinal approach could help improve upon this limitation.  
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7.3 Managerial Implications 

In spite of the limitations, our study provides some important contributions from a managerial 

standpoint. First, our study helps managers understand how end users make sense of an ambiguous 

technology such as AI. Seeing as AI is on the verge of becoming ubiquitous, understanding the 

sentiment and the assumptions around the technology is important. This allows managers to gauge 

customers’ expectations around the functionality of AI-based technologies and consequently how they 

can best communicate their offerings to customers.  

Furthermore, our study has identified some of the concerns and the expectations customers have on 

the technology. First, data security seems to be prevalent in the minds of many people who are 

concerned with the security of the information they provide to the organizations. Considering that the 

development of AI-based technologies is arguably largely reliant on obtaining user data, it is important 

that managers communicate how user data is being used so that it becomes possible for them to further 

develop the technology. Finally, individuals’ framing of the technology highlights some of the 

expectations they place on the technology such as the ability to emulate humans via emotions, which 

is an important point for consideration throughout the development of such technologies.   

7.4 Theoretical Contributions 

Our study’s contribution to theory is two-fold, encompassing the phenomenon of AI and the theory 

surrounding technological frames. First, we believe that our exploration of the phenomenon of AI has 

further laid the groundwork for future studies of AI-based technologies. We believe our study has 

provided an initial understanding of the phenomenon and provided insights on how to study the 

phenomenon in the future.  

Second, we have advanced, in a broad sense, the understanding of technology adoption from an 

interpretivist viewpoint. Our contribution lies in extending the notions and concepts surrounding 

technological frames to the analysis of technology adoption from an individual’s standpoint. While 

previously, the concept of technological frames has been solely used in an organizational or industry 

level (Barrett, 1999; Davidson and Pai, 2004; Orlikowski and Gash, 1994), we have elevated the concept 

to analyses outside the context it was originally utilized for. This provides support to the usefulness of 

the technological frames concept in analyses pertaining to the adoption of technology. Furthermore, 

our study provides some support to several assertions surrounding technological frames. First, our 

study signifies the existence of technological frames on a higher level than the organization (Barrett, 

1999; Olesen, 2014). Second, it highlights how technological frames of an individual are shaped by the 

technological frames of others, entailing that technological frames are shaped through social 

interaction processes (Davidson, 2006). Third, it adds depth to the literature on technological frames 
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by pointing to some of the cultural and societal foundations of technological frames, an often cited 

criticism or limitation to current literature on technological frames (Davidson, 2006).  

7.5 Future Research 

Bearing in mind the limitations of our study, we provide some recommendations for future research. 

First, to increase the validity of our exploratory study, we suggest that future research examines the 

phenomenon with a different sample of individuals and outside the context of Generation Y Swedes. 

This would allow for a broader understanding of AI technology adoption. Further, a more robust 

methodology could address this phenomenon from within an organizational context and draw deeper 

insights on the adoption of such technologies within organizations. This provides additional knowledge 

on the managerial implications of introducing AI-based technologies within organizations. This could 

also provide for a comparison of technological frames between different groups of the society. 

Accordingly, a multi-group study could be useful in drawing richer insights.  

Second, a longitudinal time series study would correct for the limitation of understanding individuals’ 

technological frames at a single point in time (Davidson and Pai, 2004). Considering that technological 

frames are dynamic in nature (Davidson and Pai, 2004), an investigation over time would allow for a 

richer understanding of how frames evolve through time.  

Third, as our study used chatbots as an exemplification of AI-based technology, future studies should 

attempt examining other AI-based technologies which people interact with, to increase the validity and 

reliability of the findings in our study. Moreover, as chatbot technology evolves and improves in 

functionality, future research should examine whether new constructs which indicate people’s 

perceptions of the technology emerge. Such an investigation improves our understanding of people’s 

interpretations of the adoption of AI-based technologies. 
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Appendix 

Appendix 1: ‘Go’ Visualization 
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Appendix 2: Interview Guide 

Part I: Introductory Questions/ Pre-tech-use Questions (10 - 15 minutes) 

 Do you know what a chatbot is? 

 Have you ever used a chatbot? 

o If yes, what type of chatbot have you used? 

 How did you feel about the technology when you used it?  

 How useful did you perceive it to be? 

 How easy did you perceive it was?  

 What do you think is the purpose of chatbot technology?  

 What applications of the technology can you see/imagine?  

 What do you think are the limits of the chatbot technology if there are any?  

 Do you think the chatbot technology can currently replace humans? What about in the 
future? Why? How do you feel about that?  

 Do you have any concerns about talking to a chatbot instead of a human?  

 Will you be using chatbots in the future? Why? 

 

Part II: Discussion with Chatbot (~5 minutes) 

Two tasks for the participants: 

1. Try to open an account at SEB 

2. Try to find out how to use Mobile Bank ID 

 

Observations: take detailed notes down to the minute about their reactions 

 

Part III: Post chatbot usage (15 - 20 minutes) 

 How did you feel when using this chatbot? 

 What did you think about the functionality of the chatbot?  

 What were the most positive aspects of chatbots? How about negative aspects? 

 Do you see different uses of the technology? If yes, what are they? 

 How did your view about chatbots change (if it did)?  

 How do you see chatbots developing in the future?  

 How do you think the chatbot technology could affect your day-to-day life?  

 What, if any, other value do you think the technology could provide to you? Why? 

 Any modifications that you envision that could make this better for you? 

 Has the chatbot technology changed the way you think about yourself? 

 Are you more or less willing to use the technology now? Why? 
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 Do you think the technology can replace humans currently? Why? What about in the future? 

 Will you be using chatbots in the future? Why?  
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Appendix 3: Example of Chatbot Observation Data 

 10:47 AM Excited reaction when being told that he's going to talk to a chatbot.  

 10:48 AM Trying to open an account. He's already a client. He seems excited about it. Shaking 

head and looking attentively at the transcript. Seems a bit disappointed for not coming too 

far.  

 10:49 AM How to use a Mobile Bank ID - Frowning when deciding how to ask it about Mobile 

Bank ID.  

 10:49 AM He's always telling us what's happening. 

 10:50 AM 'Ahh' reaction! He seems interested that the chatbot asked how it can help. 

Doesn't seem to know how far to go.  

 10:51 AM Saying yes to questions - seemed to not be content with what it did, but then he 

said that he was happy with how much it helped him to open the Mobile Bank ID.  

 10:52 AM Finished with interaction 
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Appendix 4: Example of Chatbot Transcript (Translated) 

Aida: Hi! My name is Adia and I am an AI digital assistant. I am really new at my job so I can’t answer 
everything but I am learning all the time.  

Aida: What can I help you with? 

Participant: How do you open an account here? 

Aida: Are you currently a customer? 

Participant: Yes.  

Aida: If you have access to the internet bank, you can open account yourself (link provided). You are 
always welcome to call us at 0771-365 365 or visit any of our offices. 

Aida: If there is anything else I can help you with please let me know.  

Participant: How do you use mobile bank id? 

Aida: To create a mobile BankID you need to:  

- Sign an agreement on the internet bank. For this you need to use digipass.  
- Download the BankID app on your mobile phone or tablet. 
- Get an activation code from BankID’s website. 

Aida: Would you like me to help you with this? 

Participant: Yes. 

Aida: Which phone do you have? 

- Apple 
- Android 
- Windows phone 

Participant: Apple 

Aida: Start by downloading the BankID app on the App Store (link provided) to your phone.  

Aida: Have you installed the app? 

Participant: Yes. 

Aida: Good! The next step is to get access to Mobile BankID, you can do this by logging in to the 
internet bank with your card or digipass. Go to “Mitt SEB” -  BankID – choose Mobile BankID or click 
here (link provided) and follow the instructions.   

Aida: Do not forget to note the activation code while you are signing up.  
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Aida: Are you done with signing up and do you have the activation code? 

Participant: Yes. 

Aida: Good job! Continue to open the BankID app on your phone or tablet and click on retrieve 
BankID.  

Aida: Write your personal number (social security number) and activation code in the app. Choose a 
code in for the Mobile BankID that is at least 6 characters. You will need this code every time you 
login in or sign for a payment with Mobile BankID.  

Aida: Have you written you personal code in the app? 

Participant: Yes. 

Aida: Now you are almost done! Log in to the internet bank or SEB app to verify that it worked.  

Aida: Were you able to log in with your new Mobile BankID? 

Participant: Yes. 

Aida: Good! Now you are done! 

Aida: If you have an iPhone with Touch ID I have a tip that you can login with your fingerprint in our 
app and on the internet bank.  
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Appendix 5: Interview Participants 

# Name Role Industry 
Birth 
Year 
(Age) 

Gender 
Interview 
Length 

 Pre-Study 

1 Sophie Data Analyst Fashion 1986 (31) Female 38:23 

2 Emma MSc Student Business 1991 (26) Female 33:15 

 Main Study 

1 Hanna MSc Student Business 1990 (28) Female 39:02 

2 Andrea Account Manager FMCG 1988 (30) Female 35:53 

3 Tim MSc Student Business 1991 (27) Male 37:07 

4 Angelica Credit Officer Credit & Collections 1985 (33) Female 33:47 

5 Alexander Director NGO 1985 (33) Male 38:14 

6 Peter MSc Student Business 1989 (28) Male 40:19 

7 Cattis MSc Student Business 1989 (28) Female 47:28 

8 Theodor Resident Medicine 1990 (27) Male 43:26 

9 Mikael Facility Manager Telecom 1983 (35) Male 34:20 

10 Miranda MSc Student Business 1993 (25) Female 43:43 

11 Helen Administrator Conferences 1984 (33) Female 32:09 

12 Malin Analyst Investments 1987 (30) Female 40:38 
 

 


