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Abstract

This paper studies the empirical properties of the term structure of total
housing risk in Sweden using a particularly rich dataset of housing trans-
actions. We contrast recent studies by showing that, even after ten years,
75% of the total variation in housing returns will be attributable to the id-
iosyncratic shock. This insight first becomes visible when incorporating the
autocorrelation present in the systematic real estate returns. In addition,
exploiting unique variables at hand, we show that the effect of liquidity
only explains a small portion of the idiosyncratic risk. Furthermore, with
a simple but powerful simulation, we illustrate that just relying on index
movements as the best signal for total housing risk severely underestimates
the riskiness of real estate equity, especially for shorter holding periods.
Our conclusions are robust both across housing categories and geographical
areas, where we also note cross-sectional variation in the levels of both
idiosyncratic and systematic risk.
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1. Introduction

Decisions regarding homeownership are likely to be more guided by factors such as family constellation,
location, and personal values, rather than a plain risk-return evaluation. Nevertheless, it is important
to remember that real estate typically makes for the largest portion of the household portfolio,
(Calvet and Sodini, 2014), and small changes in the value of the real estate make a big difference for
the overall wealth of a household. Hence, one can safely say that most of us treat our homes both as
capital placements and consumer goods. From an asset allocation point of view, homes are somewhat
lumpy to manage. As heterogeneous goods, the actual price of a home can only be observed at
the time of a sale, which induces uncertainty about the property’s value in the time between sales.
Moreover, homeownership is typically a long-term investment, remaining in the portfolio for extended
periods of time. This means that the average homeowner suffers from an inherent disconnect with
the market, which makes real estate investment performance even harder to evaluate.

Swedish household debt has increased rapidly over many years now, and in February 2018
amounted to SEK 3,836 billion. This corresponds to 83% of the Swedish GDP, and mortgages
represent 82% of the total household debt. Except for the years 2010–2014, household debt increased
at a faster rate than household income for more than 20 years, and as of today, the debt-to-value
for an average property transaction in Sweden is over 60%, (Finansinspektionen, 2018). The high
leverage causes any misjudgment of a home’s risk exposure to be magnified by a factor of 1.5, which
in itself should be a major concern for all households. Still, the toolbox for risk evaluation is small:
when media reports about house price risk, they will at best refer to some underlying index movement.
For a homeowner, this is however just one part of a much bigger picture.

Let us define the total housing return as a sum of systematic return and idiosyncratic return,
which are independent of each other by construction. The variance of the total housing return is then
the sum of the systematic variance and the idiosyncratic variance. It is widely accepted that only
the non-diversifiable portion is rewarded with a risk compensation, while the diversifiable portion
is not. However, considering the proportion of wealth invested into the housing asset is very large,
this limits a household’s ability to diversify away all the idiosyncratic risk, making it as important
as the systematic risk. This means that most households are by default exposed to a tremendous
source of (object-specific) idiosyncratic risk. Simply relying on index movements as the best signal
for total housing risk, completely ignores the impact of the idiosyncratic risk. Hence, the absence of
a quantitative framework to assess the risks of homeownership forces households to rely on ad-hoc
analyses that ignore a large fraction of the potential variability.

To judge the financial health of private property investments, one needs an estimate of both the
mean and the variance of housing returns. This paper focuses on the variance of housing returns
since it can be reliably estimated. We further argue that increased knowledge about the spread of
potential outcomes is more valuable than just a plain expected value when homeowners evaluate the
riskiness of their total household portfolio. Accordingly, this paper aims to present the complete image
of the total real estate risk by appropriately modelling both the systematic and the idiosyncratic
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component.
In equity markets, the high overall efficiency prohibits the presence of structural predictability in

asset returns. In fact, as Englund, Hwang, and Quigley (2002) remarks, this causes the random-walk
to describe equities and other highly liquid assets reasonably well. The random walk assumption
also implies that risk scales with the square root of time. However, housing market returns typically
exhibit some degree of autocorrelation (Case and Shiller, 1987; Englund and Ioannides, 1997; Berg,
2002) which make the random-walk model very unrealistic for the property prices. In this thesis,
we will show that the presence of autocorrelation will have a big impact on the term structure of
systematic risk when contrasted to the random walk assumption.

Regarding the idiosyncratic component of housing returns, there are mainly two papers looking
at the nature of idiosyncratic housing risk more closely. The first being Sagi (2015), who is using a
simple asset pricing framework with limited trading opportunities, disproves that a random walk
process generates real estate investment returns. In stark contrast, he argues that idiosyncratic return
means and variances do not scale with the holding period. The most recent study on the subject is,
as far as we know, performed by Giacoletti (2017). Not only does he confirm that the idiosyncratic
risk does not scale with the square root of the holding period, but also that it appears in the form of
idiosyncratic shocks, first realised at the transaction date. By assuming that systematic returns are
independent and identically distributed (iid), he shows that the share of idiosyncratic variance to
total variance is almost 100% for shorter holding periods, then decreasing as the holding periods
increase and the systematic variance accumulates and takes over.

We add to the small selection of previous research by depicting the anatomy of the total housing
variance for Swedish property returns, confirming that the idiosyncratic component predominantly
drives the variance over the short-term. We then add to the literature by showing that the underlying
dependency structures of real estate returns cannot be neglected, neither when modelling idiosyncratic
risk, nor systematic risk. By combining the insights from the term structures of systematic and
idiosyncratic risk, while accounting for the underlying dependency structures of real estate returns,
we can show, in contrast to Giacoletti (2017), that the importance of idiosyncratic variance does not
diminish over time. In fact, it recoils and moves back upwards again, taking the shape of a smile
as the higher order autocorrelation embedded in the systematic return series kicks in. Even after
ten years, we find that 75% of the total variation in housing returns will be attributable to the
idiosyncratic component. According to our findings, the amount of idiosyncratic variance is always
larger than the systematic variance, regardless of the holding period, and that the proportion of
idiosyncratic variance is especially large in both the short-term and the long-term. We also extend
on previous research when analysing the relationship between housing market liquidity and the
idiosyncratic risk. This is explored by exploiting unique variables in our data set, which allows
us to construct a variable that directly measures the time between the ad-listening date and the
contract date for every transaction in the data set. A longer time to sale conditional on property
characteristics, we argue is a proper measurement of market liquidity. We show that the impact of
liquidity only explains a small portion of the total idiosyncratic risk, leaving the larger share still
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unexplained.
Our results are robust both on a nation-wide level and when allowing for market segmentation.

Specifically, we show that the same behaviour appears both across housing categories and geographical
areas. Moreover, we see the presence of cross-sectional variation in the levels of both idiosyncratic
and systematic risk between market segments. To our knowledge, this is the first study of its kind
on the Swedish housing market, which provides Swedish homeowners with a new paradigm when
it comes to the risk evaluation of homeownership. Our results also shed light upon the potential
gains in risk reduction that could be made by reducing the idiosyncratic risk in the property market,
something that by nature can be diversified away for a large enough player.

To decompose the term structure of housing risk, however, complex calculations are required.
The first step is to model the systematic return. We start off by comparing a variety of index
methodologies, where we select the most appropriate index modelling technique, based on both its
performance in out-of-sample prediction and its susceptibility to index revision. Using the selected
index methodology, we then estimate the systematic index level on our full data sample and use the
log differences of the index as the proxy for the systematic return of the Swedish housing market.
These series are then analysed, with a primary focus to detect the presence of autocorrelation and
incorporate this into the term structure of the systematic housing risk. The second step is to model
the idiosyncratic return. Here, we follow the same methodology as Giacoletti. The starting point of
this methodology is to analyse the proportion of total capital gains of repeated sales pairs that is
unexplained by the systematic index return. After soaking all systematic differences stemming from
various quality characteristics of the properties, what remains is an estimate of the idiosyncratic
return. The term structure of this idiosyncratic return is then analysed to evaluate its distribution.
Then, as the third step, we combine our modelling results from the systematic and idiosyncratic
components to model total risk of the Swedish housing market and demonstrate how this varies over
the holding period, leading up to our findings presented above.

The rest of the paper is outlined as follows: Section 2 contains a short description of our data
sample and what it can tell us about the Swedish housing market in general. In Section 3, we compare
and fit the national index and estimate the systematic risk of the Swedish housing market and its
term structure. In Section 4 we estimate and model the idiosyncratic risk and its term structure.
In Section 5 we combine our findings from Section 3 and 4 and present the term structure of the
total housing risk for the average Swedish household. In Section 6, we estimate the extent to which
market liquidity can explain the idiosyncratic variance. Section 7 robustness tests our findings by
allowing for market segmentation. Section 8 substantiates our findings by evaluating the impact an
incorrect assumption will have on the perceived riskiness of the Swedish homeowners’ equity. Section
9 concludes.
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2. Data

The key empirical results in this paper rely on a dataset provided by the Swedish agency Svensk
Mäklarstatistik AB. The raw data consists of detailed information on over 1,900,000 real estate
transactions which has occurred all across Sweden between January 2005 and March 2018. Through
this dataset, we have access to information on each dwelling’s location (from the region, municipality
down to the exact coordinates), as well as a set of various object characteristics.

We see two significant upsides with this dataset. The first being the rate at which Svensk
Mäklarstatistik obtains the data. Svensk Mäklarstatistik collects on a monthly basis directly from
Swedish real estate agencies and covers about 90% of all sales occurring in Sweden any given month.
The database is extended without any delay since the transaction details are reported once the
managing agency registers a deal. The second strength of our dataset is that we have access to
transaction-specific variables, such as the ad listing date, the listing price, and the contract date
among others1. These details let us compute both the price appreciation and the time it took to find
a buyer of the object. Worth noting is that we do not observe anything about the identity of the
buyer or the seller, which could theoretically be both normal persons and institutional investors.

2.1. The Raw Data and Data Treatment

To achieve consistency in our data series, we begin by setting up a number of requirements for
each observation. The first being that we require each observation to contain information on the
selling price, ZIP-code, and living area. Also, we also require that apartments have information on
the object-specific apartment number, so that it is possible to separate one from another in, e.g. a
condominium. Variables that lack format restrictions (e.g. strings) are fed through a range of filters
that both standardise and decipher the content to rescue as many observations as possible. We also
examine variables with imposed restrictions, where we target and drop observations whose values
are obviously erroneous, caused by incorrect input by the real estate agent. If multiple real estate
agencies have listed the same object, we ensure to keep only one of them to adjust for duplicates.
After these steps, the resulting size is 1,488,970 observations.

2.2. Descriptives

In Table 1 we present the average and standard deviation of the contract price, living area, and time
to sale. First by the number of sales of a specific property, then by the order of sales of all properties.
In Table 2 we present the total number of unique dwellings, as well as the total number of sales,
grouped on two dimensions: geography (metropolitan or remote) and housing category (house or
apartment). Lastly, Figure 1 shows the number of sales per 100 citizens2 in each municipality over
the sampling period.

1Visit https://api.maklarstatistik.se/ for a complete overview of the variables included in the dataset.
2Population is calculated as an arithmetic average of the years 2005–2018, data is available online at the website of

Statistics Sweden.
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Table 1: Descriptive statistics of various object and transaction characteristics of Swedish real estate
sales. The left table groups objects based on how many times they are sold. The right table groups
object based on the order of sales. Standard deviations are reported in the parentheses beneath each
row. Data used consist of 1,488,970 real estate transactions from all of Sweden occurring between
January 2005 and March 2018. Contract price is in 10,000 SEK, living area is in square meters, and
time on market is in days.

Statistics by Number of Sales Statistics by Sale Order
One Two Three Four Five+ First Second Third Fourth Fifth+

Contract Price 201.98 193.91 179.92 162.45 150.75 195.10 213.9 216 208.10 204.20
(176.45) (157.61) (143.35) (134.47) (144.13) (170.4) (168.9) (161.1) (154.8) (155.0)

Living Area 91.99 93.56 89.22 83.53 77.75 92 93.1 88.7 83.2 78
(45.69) (44.04) (44.96) (40.90) (39.25) (45.5) (44.0) (42.5) (41.9) (39.6)

Time on Market 47.72 48.39 44.86 40.74 39.78 47.6 48.7 44.8 38.9 41.9
(107.29) (107.26) (95.89) (80.67) (67.62) (105.7) (111.3) (102.9) (78.9) (72.8)

N 1,033,769 346,538 87,597 17,376 3,690 1,241,292 207,523 34,254 5,055 846

Table 2: Overview of the sale count (the number of times a unique property has been sold) between
different submarkets as well as for all of Sweden presented both in the total number of unique objects.
The last column presents the aggregated number of transactions for these buildings. Data used
consist of 1,488,970 real estate transactions from all of Sweden occurring between January 2005 and
March 2018.

Sale Count Metropolitan
Houses

Remote Houses Metropolitan
Apartments

Remote
Apartments

Total No. of
Dwellings

Total No. of Sales

1 126, 163 273, 735 379, 867 254, 004 1, 033, 769 1, 033, 769
2 27, 077 50, 390 59, 668 36, 134 173, 269 346, 538
3 4, 607 7, 447 10, 510 6, 635 29, 199 87, 597
4 637 850 1, 692 1, 165 4, 344 17, 376
5+ 97 94 307 240 738 3, 690
Total 158, 581 332, 516 452, 044 298, 178 1, 241, 319 1, 488, 970
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Figure 1. Choropleth depicting the total number of real estate transactions per 100 municipal citizens
occurring between January 2005 and March 2018. The population in each municipality is calculated
as an arithmetic average over the same period. Transaction data consist of 1,488,970 real estate sales
from all of Sweden occurring between January 2005 and March 2018.
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3. Measuring Systematic Risk

3.1. Definition of Systematic Risk

The definition of systematic risk is simply the volatility of the systematic return. The systematic
return is defined as the log difference of a systematic housing price index. Accordingly, the first goal
of this paper is to identify and evaluate the most appropriate index methodology, whose purpose is
to accurately and robustly mirror the systematic housing price level for the defined market (whose
log differences is defined as the systematic return).

3.2. Index Selection

The literature on house price index techniques is rich, filled with various proposals and tweaked
alterations of index methods, constructed to suit all kinds of different market conditions and datasets.
The traditional way of categorising house price index methodologies is to refer to either hedonic
or repeat sales techniques, or in some cases, even hybrid methods. In our study, we evaluate three
repeat sales indices and two hedonic regression indices. The end product of this section is an
evaluation of five widely accepted index techniques. Where applicable, we chose to include the
Swedish HOX Valueguard3 as a reference point. This section is organised as follows: first, we provide
a methodological overview of the five indices. Next, we evaluate the indices out-of-sample forecast
accuracy, followed by an evaluation of index revision. The section ends with selecting of the best
performing index technique.

3.2.1. Methodology Overview

Let us begin by defining Pit, being the observed selling price of property i at time t, as a product of
the market price level (index) Bt, its quality characteristics, Qit, as well as a random sale specific
factor for the transaction taking place, Uit:

Pit = Bt ×Qit × Uit (1)

We proceed by taking the logs on both sides:

pit = bt + qit + uit (2)

Eq. 2 is the common foundation of all index methodologies used in this paper. It is in the assumptions
of qit and the residual uit where the methods then diverge. Below follows the condensed version of
each methodology, all originating from eq. 2.

3Visit https://www.nasdaqomxnordic.com/digitalAssets/65/65507_hox_factsheet.pdf for more information.
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3.2.1.1 Bailey, Muth, & Nourse

Bailey, Muth, and Nourse (1963) (BMN) first introduced the concept of repeat sales analysis, which
builds on the assumption that properties sold more than once have constant quality characteristics
between the sales. This assumption is quite controversial, as properties are likely to be renovated,
or deteriorate, as time goes by, (Li and Tu, 2011). The assumption of constant quality, however,
allows the authors to isolate the change in prices bt in eq. 2 by only looking at the difference in sale
prices for properties that is sold and re-sold again. The strength of this method lies in its ingenious
simplicity, and starts with taking the log difference between each sales pair, where t′ denotes the
time of the sale and t the time of the purchase (t′ > t):

pit′ − pit = bt′ − bt + qit′ − qit + uit′ − uit (3)

and by enforcing the constant quality assumption implies qit′ = qit, which simplifies to:

pit′ − pit = bt′ − bt + εit′t︸︷︷︸
uit′−uit

(4)

where εit′t
iid∼ N (0, σ2ε ) is a composite error term and iid denotes independent and identically

distributed. Now, by the assumptions above of the composite error being homoscedastic and iid, the
price levels are estimated with an OLS regression:

pit′ − pit =

T∑
t=1

γtDit + µit′t (5)

where the dummy variables, Dit, are defined so that they take the value of -1 for the period in which
the property was bought, and 1 for the period when property was sold. The estimated coefficients γ̂t
can then for each time period t (in our case, months) be converted into estimates of the index price
level:

B̂t = exp(γ̂t +MSR/2) (6)

where MSR is an efficieny adjustment suggested by Shen, Brown, and Zhi (2006), defined as
MSR = 1

N

∑N
i=1 µ̂

2
it′t, where µ̂it′t are the fitted residuals from the estimation of eq. 5 and N is the

total number of observations. The MSR adjustment acts as an approximation for the difference
between E[exp(X)] and exp(E[X]).

3.2.1.2 Case-Shiller

Our next candidate is the well-known Case-Shiller index, proposed by Case and Shiller (1987). The
Case-Shiller index modifies the BMN setup by assuming an alternate error structure. Their rationale
is that the length of time between sales (holding period) should increase the variance of the log price
differences between sale pairs, and argues that one should put less weight on pairs where the elapsed
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time between sale and resale is longer. Hence, the error structure of eq. 4 is revised to:

pit′ − pit = bt′ − bt +Hit′ −Hit + uit′ − uit (7)

where Hit is a Gaussian random walk, implying that

Hit′ −Hit =
t′∑

j=t+1

vij (8)

and inserting it in eq. 7 yields:

pit′ − pit = bt′ − bt +
t′∑

j=t+1

vij + uit′ − uit (9)

Case and Shiller then further assumes that vit
iid∼ N (0, σ2v), uit

iid∼ N (0, σ2u), and that uit and vit are
independent. In line with their economic motivation, one can now see that the variance of composite
error grows with the holding period, as the sum of the intervening steps of the Gaussian random
walk accumulates. To see this more explicitly, take the variance of the composite error of eq. 9:

V ar

uit′ − uit +
t′∑

j=t+1

vij

 = 2σ2u + (t′ − t)σ2v (10)

where it clearly depends on the holding period t′ − t. To estimate the actual index, begin with
running the unaltered BMN regression (eq. 5) and collect the residuals. Next, use fitted residuals
squared as an estimate of the residual variance. Through the use of OLS, the fitted residuals squared
are then regressed on the observed holding period and on a constant:

µ̂2it′t = β0 + β1(t
′ − t) + ηit′t (11)

Notice how the fitted values of eq. 11 are an estimate of eq. 10, where β0 = 2σ2u and β1 = σ2v . Since
the goal in this methodology is to underweight the observations with large residual variance, take the
reciprocal of the square root of the fitted values of eq. 11 and use them as weights in a weighted least
squares regression with the same model specification as in eq. 5. The resulting coefficients from that
regression are then converted to index estimates B̂t in the same way as in eq. 6, i.e. the exponent of
the estimates and the adjustment factor.

3.2.1.3 OFHEO

With a similar procedure as in CS, where an observation with a larger residual variance should be
under-weighted, the OFHEO index assumes yet another error structure of eq. 4, (Calhoun, 1996).
More specifically:

pit′ − pit = bt′ − bt +Hit′ −Hit + ut′ − ut (12)

11



where Hit is no longer a random walk: in contrast, the innovations are assumed to be dependent
(which is a violation of the standard regression assumption), however still independent to ut. This
assumption has implications when calculating the variance of the composite residual in a similar
way as in eq. 10. More explicitly, the variance attributable to the “random walk” innovations (in
quotes since it is no longer a random) is:

V ar [Hit′ −Hit] = V ar

 t′∑
j=t+1

vij

 (13)

= E

 t′∑
j=t+1

vij

2− E

 t′∑
j=t+1

vij

2

(14)

=
t′∑

j=t+1

E[v2ij ] +
t′∑

j=t+1

t′∑
j′=t+1

j 6=j′

E[vijvij′ ] (15)

= (t′ − t)E[v2ij ] + (t′ − t)((t′ − t)− 1)E[vijvij′ ] (16)

= (t′ − t)
(
E[v2ij ]− E[vijvij′ ]

)
+ (t′ − t)2E[vijvij′ ] (17)

Notice in eq. 17 that if the random walk steps were independent, then E[vijvij′ ] = 0 ∀j 6= j′,
which would imply V ar [Hit′ −Hit] = (t′ − t)σ2v as for Case-Shiller in eq. 10. However, due to the
dependency of the innovations, the step two OLS regression needed to estimate the variance now
includes the (t′ − t)2:

µ̂2it′t = β0 + β1(t
′ − t) + β2(t

′ − t)2 + ηit′t (18)

where ηit′t
iid∼ N (0, σ2η). Like in the CS case: the reciprocal of the square root of the fitted values of

eq. 18 are used as weights in a weighted least squares regression with the same model specification
as in eq. 5. The resulting coefficients from that regression are then converted to index estimates B̂t
in the same way as for eq. 6, i.e. the exponent of the estimates and the adjustment factor.

3.2.1.4 The Hedonic Models

In contrast to the three methodologies presented above exploiting the repeated sales pairs, the
hedonic models take another approach. Instead of using the repeated sales pair and measures log
differences under an assumption of constant quality to isolate the price level, the hedonic models use
the log price and the quality characteristics of a property. More specifically, the starting point is eq.
2:

pit = bt + qit + uit

This eq. makes it clear that we must control for the quality characteristics qit to estimate bt. Now,
how and to what degree you can measure the qit is a hot topic in the literature on hedonic regression
models. Wallace and Meese (1997) points out that dwellings are usually treated as heterogeneous
goods, which are defined by their set of features such as living area, the number of rooms, their
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location, among countless other attributes, such as postal code capturing average level differences
in quality across geographical zones. Furthermore, even if all relevant variables are measured, the
functional form of the variables are also unknown. Song and Wilhelmsson (2010) show that log-
transformed variables work best for describing the Swedish housing market (after performing a
Box-Cox transformation). All in all, it is safe to say that a perfect measurement of all characteristics
of property is close to impossible, and qit must be approximated:

qit =

K∑
k=1

βkXitk + υit (19)

where Xitk is a set of dwelling characteristics and υit is an error term. This can then be substituted
back into eq. 2:

pit = bt +
K∑
k=1

βkXitk + υit + uit (20)

where by assumption υit
iid∼ N (0, σ2υ,z,y) where z is the postal code of property i and y is the year of

t, uit
iid∼ N (0, σ2υ), and υit and uit are independent. Notice further that bt can now be estimated as a

time fixed effect.
In this thesis, we apply two different hedonic model specifications, only differing in the extent

of included variables in Xitk in eq. 20. We do this to measure the impact of adding explanatory
variables, with a hypothesis that more is better, but that the marginal benefit of one extra variable
is diminishing.

The simple model contains only seven explanatory variables: the log living area, log number of
rooms, a dummy indicating if the particular building is a new construction or not, a housing category
dummy (apartment or house), a metropolitan dummy (i.e. being located within Storstockholm,
Storgöteborg, or Stormalmö4), and finally two fixed effects on year-month combination and on postal
code level.

The complex model contains all variables from the simple model, but in addition to that also
a dwelling build year dummy borrowed from Song and Wilhelmsson (2010) (grouped by historical
intervals5), a housing tenure variable (which marks the legislative category of the dwelling), a time
to sale variable (defined as the difference in time between the sale and the ad listing date), and
finally a dummy marking whether the object occurs as a repeat sale in the data.

In common for both hedonic models, the price level index is created from b̂t, being the fixed
4This is the categories Statistics Sweden use to define metropolitan areas in Sweden, visit

https://www.scb.se/hitta-statistik/regional-statistik-och-kartor/regionala-indelningar/
funktionella-regioner-och-kommungrupper/ for more information .

5All buildings:

– constructed before 1900, constructed between 1900 and 1939 (before WW2),
– constructed between 1940 and 1959 (Post-war Period),
– constructed between 1960 and 1975 (the “Million Programme” Era)
– constructed between 1976 and 1990 (a period with high construction subsidies), and
– constructed after 1990 (the subsidy system was abolished).
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effect from OLS regressions. Then finally, in a similar procedure as in eq. 6, converted to the price
index level (but rescaled so that the first time fixed effect represents index level 100).

3.2.2. Evaluation: Index Accuracy

When it comes to performance evaluation, we agree with Nagaraja, Brown, and Wachter (2010), who
state that one traditionally determines a model’s performance by comparing it with the truth; either
with real data or through simulation. For price indices, however, where the truth is unknown, neither of
those techniques can be applied. The third option, as the authors point out is to compare the models’
predicting capabilities. The rationale is that models that produce more accurate predictions are more
accurate indices. With a slightly different wording, we can say that an index that systematically
explains the market-wide movements in property prices better than its counterparts, can be seen
as a better candidate for measuring the market price level. To ensure modelling flexibility, we will
only choose from the indices created from the five methodologies presented in Section 3.2.1 and use
the external series (HOX Valuegurad) as reference indices. Applying the same testing procedure as
Nagaraja et al. (2010); Jiang, Phillips, and Yu (2015) we split the data into a test and a training set
through the following steps:

1. Identify all objects sold more than three times, select only the last sales pair from each object
and add it to the test data.

2. Randomly select all objects sold exactly two times and add to the test data until the number
of sales pairs are equal between the test and then training sample.

3. Define the training sample as the sales pairs not included in the test data.

The upside of this approach is that the training and test datasets become very similar, both concerning
object characteristics and sale dispersion over time. The actual index performance process begins
with estimating each index using the training data and then testing its out-of-sample prediction,
comparing the prediction with the actual price (stored in the test data). More specifically, we use
the withheld sale pairs in the test sample, their holding period, and the index changes throughout
the same time to get the predicted price, P̂it′ ,

P̂it′ = Pit
B̂t′

B̂t
(21)

where Pit is the purchase price for property i at time t, B̂t′ and B̂t are the estimated index levels
at time t′ and t, respectively (t′ > t). The left-hand side of eq. 21 then shows predicted price of
property i at time t′, being essentially the purchase price scaled by the index return over the same
holding period. Note that this prediction implies a beta-one market exposure for all properties in
the sample (we will relax that condition later when introducing market segmentation, but for now,
let us proceed). We continue by comparing the prediction P̂it′ with actual price Pit′ , stored in the
test frame, to measure the accuracy of the index. Specifically, we calculate two forecast accuracy
measures to evaluate the performance: the Root Mean Squared Error (RMSE), which captures the
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magnitude of the forecast error, and the Mean Absolute Percentage Error (MAPE) which captures
the relative forecast error:

RMSE =
√
MSE =

√√√√ 1

N

N∑
i=1

((P̂it′ − Pit′)2) (22)

MAPE =
1

N

N∑
i=1

∣∣∣∣∣ P̂it′Pit′
− 1

∣∣∣∣∣ (23)

See Table 3 containing the prediction results of our indices. Notice that the HOX Valueguard Index
(being a hedonic regression based index using far more quality characteristic variables) outperforms all
our models. This is in line with our hypothesis of hedonic models efficiency: the more relevant variables
on housing characteristics, the better performance, but with diminishing effect. The hypothesis
holds for our hedonic models too, where the more complex model does better in the out-of-sample
prediction. We also notice that the forecasting errors are very similar and large in magnitude, despite
differences in the underlying assumptions of each model. Does this imply that the created indices
are bad? Not at all, rather: the unexplained return (read idiosyncratic return) of a property is a
fundamentally large and important part in housing returns (and thus housing risk) and need to be
carefully modelled.

Table 3: Results from out-of-sample predictions measured in RMSE and MAPE respectively for each
estimated index.

CS BMN Hedonic Hedonic
Complex

OFHEO Valueguard

RMSE 622,919 610,703 597,421 580,117 623,633 551,645
MAPE 18.22% 17.99% 17.69% 17.34% 18.23% 16.84%

Regressing the differences in predictions between two index methodologies on property char-
acteristics reveals information on where the two methods diverge in forecasts. In combination
with the prediction performance of each index, we can through the regressions identify the type of
properties one index outperformed the other on. This is applied to the complex hedonic index and
the Case-Shiller index. Results from these regressions are presented in Table 16 in the Appendix.
Key takeaways from these are that the complex hedonic model seems to outperform the repeat sales
models in predicting the value of high-quality properties with a relatively long time to sale.

3.2.3. Evaluation: Index Revision

One desired quality characteristic of an index is stability over time, i.e. that its estimates do not
revise as the underlying data sample expands. This might not come intuitive, but as pointed out by
Quigley (1995), the effect of index revision can be quite substantial. To provide a short introduction,
we let Ft denote all information available up to time t; then indices are unbiased estimators of the
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underlying index:
E[Bτ |Ft] = B̂τ (24)

where t ≥ τ . However, since estimation occurs over the complete data set, mainly through OLS
regressions, adding new data points will affect all coefficients and thus change the conditional
expectation of the underlying index level. Assuming that we get closer to the truth each time more
data points are added (asymptotically unbiased), then it is undesirable if the index revision Revt′t(Bt)
is large, defined as:

Revt′t(Bτ ) = E[Bτ |Ft′ ]− E[Bτ |Ft] = B̂τ |Ft′ − B̂τ |Ft (25)

where t′ > t ≥ τ . Large absolute values of eq. 25 would imply that estimates you observed at one
point in time were not unbiased estimates for the true underlying index levels (which are unknown).
Accordingly, an index methodology which has low absolute index revision is preferred (roughly
interpreted as less biased) over an index with high absolute index revision. An index whose estimates
change a lot when incorporating more information does not make for a particularly strong foundation
for robust conclusions. Therefore, we regard index revision as an important aspect when evaluating
index performance.

To explore the degree of revision occurring in each index, we re-estimate the index using a
recursive window (adding incremental data points every iteration, being on a monthly interval) while
monitoring the index estimates B̂τ |Ft as t expands five years into the future relative to τ . Finally,
to get a sample of revisions, we track more than one B̂τ over time, so let τ be a vector of months
stretching from January 2005 to December 2012. We quantify the effect of revision by computing
mean squared error (MSE) of the revised coefficients compared to the first iteration’s coefficients.
Results can be studied in Table 4, where it is clear that the index stability varies widely across the
methodologies. Not surprisingly, however, is that the repeat sales indexes are the worst performers,
as it is known that they are more prone to index revision over time, (Stephens, Li, Lekkas, Abraham,
Calhoun, and Kimner, 1995; Quigley, 1995). Furthermore, the table shows that the hedonic models
are subject to a lot less index revision, where the complex version seems to be slightly better than
the simple.

Table 4: Index revisions are tracked for index estimate B̂τ over time for all τ between January 2005
to December 2012. MSE is based on the difference between the original coefficients and the revised
coefficients for 1M, 6M, 1Y, 3Y, and 5Y of additional data respectively.

1M 6M 1Y 3Y 5Y

CS 0.0126 0.3124 0.2750 1.0314 3.0479
BMN 0.0132 0.2961 0.3347 1.6328 5.0868
Hedonic 0.0000 0.0024 0.0004 0.0028 0.0670
Hedonic Complex 0.0000 0.0000 0.0020 0.0004 0.0323
OFHEO 0.0121 0.3401 0.2705 1.0027 3.2313
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3.2.4. Selecting the Best Systematic Index

To finally decide which index methodology to apply, we evaluate the performance metrics in the
following order, where the most important factor comes first:

1. High accuracy (low RMSE and low MAPE)
2. Low index revision (low RMSE)

It is worth to highlight that all methodologies produce a very similar result, which becomes especially
apparent in Figure 2. The figure contains all candidates, now on estimated on the full data sample.
Also, by looking at the correlation matrix in Table 5, one can see that all the indices are extremely
correlated. However, we can conclude that the overall best performer is the complex hedonic model,
which outperforms the rest of the methodologies both regarding index accuracy, but also in exhibiting
the lowest index revision. Consequently, we use the complex hedonic methodology to estimate the
systematic return in the upcoming section.

Table 5: Sample correlation coefficients of each estimated house price index levels. Data used consist
of 1,488,970 real estate transactions from all of Sweden occurring between January 2005 and March
2018.

CS BMN Hedonic Hedonic
(Comp.)

OFHEO Valueguard

CS 1.0000
BMN 1.0000 1.0000
Hedonic 0.9992 0.9993 1.0000
Hedonic (Comp.) 0.9990 0.9991 0.9999 1.0000
OFHEO 1.0000 1.0000 0.9992 0.9990 1.0000
Valueguard 0.9971 0.9974 0.9983 0.9984 0.9972 1.0000

3.3. Modelling the Systematic Return Distribution

Having estimated the systematic index using the complex hedonic methodology applied to the
complete dataset, the corresponding log differences of the index are defined as the systematic returns.
Considering the goal is to decompose the term-structure of the housing risk, the return characteristics,
such as its distribution and its dependency structure, are central to model correctly. Thus the following
section contains an analysis of the return series in depth and states the implications these findings
will have for the term-structure of systematic housing risk.

3.3.1. Dependence Structure

We start out by making sure that the log returns are covariance stationary. This implies that the
mean, variance, and autocovariance structure of the systematic returns should be constant for each
given lag. Stationarity is required to avoid spurious regressions and to allow for asymptotic analysis
where applicable. To test for stationarity, we run augmented Dickey-fuller tests (ADF), including a
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Figure 2. Swedish house price indices calculated on a monthly frequency from January 2005 and
March 2018. Data used to consist of 1,488,970 real estate transactions from all of Sweden occurring
between January 2005 and March 2018. HOX Valueguard Swedish house price index is included as a
reference.

drift, and selecting lag length based on Akaike’s information criterion, where the results reject the
null of a unit root at the 1% level. The next analysis is initiated by constructing a histogram of
the return frequencies (i.e. a rough estimate of the empirical density function), combined with an
overlay of the fitted normal distribution, and the fitted t-distribution. We present the outcome in
Figure 3, in which it is evident that the return series is leptokurtic, that is, having fatter-tails than
the normal distribution. The implication of this is that the series is not normally distributed, which
is also confirmed by a Jarque-Bera test (Jarque and Bera, 1987): we can reject its joint hypothesis of
sample skewness and excess kurtosis being zero, and thus provide evidence against normality. In
Table 6, distribution statistics on monthly level are presented. By using the convention of annualising
the monthly standard deviation with

√
12, the annualised volatility would be roughly 6.2%, which is

by most measures considered very low (the annualised volatility S&P 500, is more than twice as
large).

Table 6: Sample mean, standard deviation, skewness and excess kurtosis of the monthly systematic
return series (calculated as the log differences of the real estate price-level index), spanning from
February 2005 and March 2018.

Mean Std. Dev. Skewness Excess Kurtosis

0.006 0.018 0.196 1.418
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Figure 3. Histogram of the monthly systematic return series (calculated as the log differences of the
real estate price-level index), spanning from February 2005 and March 2018. Red and blue lines
represents the fitted normal distribution and the fitted t-distribution respectively.

There are however reasons why such annualization is dangerous to perform. As discussed in Lo
(2002), this common practice is only correct under rare circumstances, since it requires us to make
the strict assumption that returns are independent and identically distributed (iid). Lo continues
by stating that neglecting the dependency structure of the return series can severely under- or
overestimate the risk-return relationship, making comparisons across return series and temporal
dimensions inconsistent.

Intuitively, the efficient market hypothesis should provide economic guidance on this topic by
suggesting that there is no structural predictability in asset returns, (Malkiel, 2003). For liquid
and efficiently traded assets, such as equity, the iid assumption of returns works reasonably well,
(Englund et al., 2002). However, when it comes to real estate markets, where the degree of market
efficiency can vary a lot, both over time and across market segments, the iid assumption fails severely.
Previous research has shown that rich autoregressive structures can be uncovered in the housing
return series, (Englund and Ioannides, 1997). Therefore, we proceed by testing for the presence of
autocorrelation in the systematic return series. Figure 4 depicts the sample autocorrelation function
(ACF) and partial autocorrelation function (PACF) of the systematic return series. We decided to
include 24 lags to allow for potentially long-term dependency structures and stretch beyond one
annual seasonality cycle.
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Figure 4. Sample autocorrelation function and partial autocorrelation function of the monthly
systematic return series (calculated as the log differences of the real estate price-level index),
spanning from February 2005 to March 2018. Blue lines mark the 95% confidence intervals.

In Figure 4, a very complex dependency process appears; the ACF indicates positive autocorrela-
tion (lag-1, lag-12, lag-24) and negative autocorrelation (lag-6, lag-8), which are also statistically
significant as indicated by the PACF. Overall, it seems safe to conclude that the systematic return is
far from iid. To test this finding more robustly, we perform a Ljung-Box test with the same number
of lags, where the null of zero autocorrelation can be rejected at the 1% level, (Ljung and Box, 1978).

All in all, the findings concerning the distribution of the systematic housing returns goes as follows:
the returns are better explained with a t-distribution than a normal distribution due to its leptokurtic
shape. Furthermore, the returns are far from iid, rendering the assumption of volatility scaling with
the square root of time directly erroneous. Hence, the next section explores the term-structure of
the systematic risk in housing return and explores the implications of the uncovered dependency
structure.

3.3.2. Implications for the Term Structure of Systematic Risk

Let us start by defining house i. House i was first sold on the market at time ti, and then re-sold
again at time t′i. We denote the elapsed time between ti and t′i as the holding period of property i,
defined as τi = t′i − ti which is the differences between the purchase and the sale date in months.
Then, denote rt as the monthly log return of the house price index between t and t− 1. Thanks to
the mathematical properties of log returns, the aggregated systematic return of house i with the
holding period τ can be expressed as:

rt(τ) = rt + rt+1 + . . .+ rt+τ (26)

Then by taking the variance of rt(τ) we arrive at:

V ar(rt(τ)) = V ar(rt + rt+1 + . . .+ rt+τ ) =

τ∑
i=1

τ∑
j=1

cov(rt+i, rt+j) (27)
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Under the independence assumption of iid, all off-diagonal covariance terms are zero and the variance
in every period is constant, which let us re-express eq. 27 as:

σ2τ,sys:iid = V ar(rt(τ)) = V ar(rt + rt+1 + . . .+ rt+τ ) =
τ∑
i=1

σ2 = τσ2 (28)

Eq. 28 implies that the risk (volatility) under iid then grows with the
√
τ . However, from the

previous section it was made clear that there are strong signs of autocorrelation in our series, which
render the assumption of iid far from acceptable. Accordingly, we aim to complement the current
literature on the term-structure of housing pricing risk by taking the covariance structure into
account when aggregating return series over time. With inspiration from Lo (2002), we maintain eq.
27 by acknowledging the autocorrelation structure, ending up with:

σ2τ,sys:corr =
τ∑
i=1

τ∑
j=1

cov(rt+i, rt+j) = τσ2 + 2σ2
τ−1∑
k=1

(τ − k)ρk (29)

where ρk is the kth-order autocorrelation, estimated using the sample autocorrelations for each τ .
Next, we estimate σ2 with the unbiased estimate of the variance, namely the sample variance. The
effect of this is striking and can be readily seen in Figure 5, which displays the square root (risk) of
the two variance candidates, namely eq. 28 and eq. 29. When compared, two immediate insights
come to mind:

1. The iid assumption seems to fit decently up until 60 months of holding period.
2. The iid assumption fails in longer holding periods, where the variance is reduced, driven by

the autocorrelation structure.

Together, the insights indicate that the systematic risk is likely to be overestimated in the long-run
when assuming that systematic returns are iid and that the holding period and the dependence
structure greatly affect the volatility of the systematic return. Considering the median holding period
of a property in our data set is approximately 18 years6, ignoring the dependence structure could
severely impact the risk estimates over time. Recall, however, from the index accuracy measures from
Section 3.2.2 that a significant portion of the housing return remained unexplained by systematic
index. This idiosyncratic return and its risk are explored in the next part of this thesis.

6Estimating mean or median holding period is difficult in light of our limited data sample. The methodology we
apply is: target all properties sold in the year 2005, and for each month going forward estimate cumulative % that
have been resold. We noticed that this shape is approximately linear. In the end, March 2018 roughly 31% has been
resold. Then using linear extrapolation to 50% gives us the approx. median.

21



Holding Period (Months)

C
on

di
tio

na
l V

ol
at

ili
ty

0 40 80 120

0.
00

0.
05

0.
10

0.
15

0.
20

iid complex

Figure 5. The red line (complex) depicts the square root (risk) of the estimated conditional variance
from eq. 29. The grey, dotted line (iid) depicts the square root (risk) of the estimated conditional
variance from eq. 28. Both series are estimated on the monthly systematic return series (calculated
as the log differences of the real estate price-level index), spanning from February 2005 to March
2018.
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4. Measuring Idiosyncratic Risk

4.1. Definition of Idiosyncratic Risk

The definition of idiosyncratic risk is the volatility of the idiosyncratic return. The idiosyncratic
return is defined as the return not attributable to the systematic return described in the previous
section. The common assumptions about idiosyncratic risk that the idiosyncratic price component
follows a random walk (a sum of iid shocks that accumulate over time) implies that the risk (the
volatility) scales with the square root of the holding period. Giacoletti (2017) show however in his
recent study that idiosyncratic risk in real estate does not scale with time. Instead, the idiosyncratic
risk of capital gains appears rather equal regardless of the holding period, (Sagi, 2015; Giacoletti,
2017). Moreover, he argues that the idiosyncratic risk comes in the form of a shock realised at the
time of the sale, and therefore, implies that the holding period is irrelevant for the volatility of the
idiosyncratic return. To prove this, Giacoletti identifies properties being sold twice during the same
time as another property is sold only once, and compares the total capital gains over the same period
(see Figure 6 for a visualisation). He argues that if idiosyncratic takes the form of a shock, then
HouseA who has been exposed to the sale transaction twice would have double the idiosyncratic
variance compared to HouseB, who only was exposed to a sale once. Interestingly, he finds that the
ratio between the idiosyncratic variance of HouseA to HouseB is close to 2, verifying the nature of
the idiosyncratic shock, (Giacoletti, 2017).

t0 t1 t2
First Sale HouseA Second Sale HouseA

First Sale HouseB

Figure 6. Complementary illustration.

To substantiate the shock-nature of idiosyncratic housing risk, an interesting contrast can be
made using equity as a references asset. For a company, idiosyncratic growth opportunities become
available as time goes by, which according to theory imply that the idiosyncratic variance scales over
time (and the volatility with the square root of time), Cao, Simin, and Zhao (2006). When it comes
to real estate, however, the same story does not apply. According to Giacoletti (2017), the economic
substance behind the idiosyncratic risk could potentially be explained by the inefficiencies in property
markets. The example he uses is the following: if an agent puts up a dwelling for sale on a fully
liquid market, she would want to set up an auction and invite potential buyers, where each buyer
has its own view of the object’s value, and through the use of an auction, the highest bidder will be
selected. In reality, however, she will only reach a tiny fraction of the all potential buyers, and the
sample variation within the resulting sample of buyers will induce uncertainty price of the property.
Accordingly, the search-and-matching issues in housing markets, (Piazzesi and Schneider, 2009), is
related to higher idiosyncratic uncertainty. We show in Section 6 that this is also the case, but only
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for a tiny portion of the idiosyncratic risk. In fact, when controlling for liquidity, a significant portion
still remain unexplained.

4.2. Calculating the Idiosyncratic Shock

4.2.1. Local Market Equivalent

Given the low frequency of repeat sales, a time-series of property-specific returns cannot be constructed.
Hence, simply regressing a property specific series on the market index to estimate the idiosyncratic
risk is impossible to implement in this case. Instead Giacoletti borrows from Kaplan and Schoar (2005),
who define a measure called the Public Market Equivalent (PME). The PME is designed to track the
abnormal performance of low liquidity assets, primarily private equity funds, by benchmarking the
returns of the illiquid asset against a cash-flow mimicking index portfolio. Analogous to this measure,
Giacoletti introduce the Local Market Equivalent (LME)7, which aims to be the corresponding
measure applied to the property market. To determine the LME, we begin with defining the mimicking
portfolio:

Pmit′ = Pit
B̂t′

B̂t
(30)

From an asset perspective, this is the terminal value that you would get if you invested the money
of the purchase price of a property into the housing index and held it to the sale. From another
perspective, this is also the predicted property value used to evaluate the forecast accuracy in Section
3.2.2. Proceed by defining the LME as:

LMEit′ =
Pit′ − Pmit′

Pmit′
(31)

Notice that the denominator is in time t′, reflecting that the nature of the idiosyncratic return is
more a one time chock, i.e. a premium, taking place at the transaction date t′. The LME can be seen
as a rough measure of idiosyncratic return under the assumption that the property i throughout the
holding period has an exposure beta to the market equal to one. It is thus plausible that the LMEit′

in eq. 31 is not a measure of idiosyncratic shocks, but a combined measure of both idiosyncratic
chocks and return is stemming from varying market beta, and therefore, we make some necessary
adjustments before we arrive at the pure idiosyncratic shocks.

4.2.2. Soaking the Systematic Differences

To cleanse the LMEit′ from differences in the systematic exposure towards the market index, we
run OLS regressions to soak all systematic correlation between the LME and the object-specific
characteristics. However, first, we convert the LME into its log return equivalent:

lmeit = log(1 + LMEit) (32)
7In this thesis, we apply the LME calculations to initially the national market (and later more granular subgroups),

and thus the word “local” is inappropriate, but let us stick with the name of LME for simplicity.
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Then following Sagi (2015), the dependent variable is scaled to

l̃meit =
lmeit√
τi

(33)

where τi is the holding period for property i. The scaling serves to tackle the concern of heterogeneity
in holding periods, which in turn might make collinearity an issue in the upcoming regressions. Then,
we run the following regression:

l̃meit′ = αit,yq + αit′,yq + αzip + βcharXit′,char + βppit + βhpIit′,hp + uit′ (34)

where the αit,yq and αit′,yq are fixed effects on the year-quarter (yq) of the purchase date t and the
selling date t′, respectively. αzip is a fixed effect on postal code level. The Xit′,char accounts for the
quality characteristics of house i, (identical to the subset specified in the complex hedonic model in
Section 3.2.1.4). The variable pit is the log of the purchase price, which conditional on the quality
characteristics serves as a proxy for the quality of the property. Finally, Iit′,hp is a vector of dummy
variables corresponding to various holding period lengths8. It is worth highlighting the fact that
eq. 34 only includes variables attributable to the property itself, and any variable related to the
transaction specifics (such as the time to sale, defined as the time between initial property ad listing
to sale date) are omitted. We argue that transaction-specific factors are not systematic per se, but
are idiosyncratic in nature and should therefore be excluded from the regression specification in eq.
34, which aimed to soak all systematic differences.

Eq. 34 is then estimated with OLS regression on the complete pooled data set. Although this
regression output is interesting in itself, only residuals are of interest for our purpose9, being to
model the idiosyncratic shocks and their term-structure. According to Giacoletti (2017), the fitted
residuals ûit′ from eq. 34 are the scaled idiosyncratic shock estimates, l̃meit′ , now cleansed of all the
systematic differences caused by certain property characteristics (scaled due to the division in eq.
33). By re-scaling the fitted residuals, we end up with a measure of idiosyncratic shocks:

rit′,idio = ûit′
√
τi (35)

4.3. Modelling the Idiosyncratic Shock Distribution

In contrast to modelling the systematic return, where we had no a priori requirement on a distribution,
the idiosyncratic shocks are required to be independent across properties by the definition of
idiosyncratic returns. Accordingly, the upcoming section evaluates if the residuals are geographically
correlated, if they are normally distributed, and if they appear more of a transaction shock rather
than a return that accumulates over time.

8The holding period intervals are expressed in months and are [0, 12], (12, 24], (24, 36], (36, 60], [60,∞)
9The interested reader is referred to Table 17 in the appendix to see the regression output.
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4.3.1. Dependence Structure

Giacoletti (2017) argues that if the shocks are truly idiosyncratic, they should not be clustered
geographically. Accordingly, he controls for geographical clustering (spatial correlation) of the
idiosyncratic shocks rit′,idio (defined in eq. 35) by computing Moran’s I for his subgroups (Moran,
1950). As a reference, the lmeit from eq. 32 are also checked for spatial correlation (however without
the requirement to be independent). More specifically, Moran’s I is calculated as:

I =
N∑

i

∑
j wi,j

∑
i

∑
j wi,j(Xj − X̄)(Xi − X̄)∑

i(Xi − X̄)2
(36)

Where N is the total number of pairs,X is the variable of interest to check for geographical correlation,
X̄ is the sample mean, and wi,j is the weight set to be the reciprocal of the euclidean distance between
property i and property j (geographically). This is easily calculated since our dataset contains the
geograpical coordinates of each object. In Table 7, we present Moran’s I (eq. 36 calculated on a
yearly basis from 2007 to 201810).

Table 7: Moran’s I estimates for the idiosyncratic shocks, (eq. 35) and for the log local market
equivalents (eq. 32). Estimates are calculated on an annual basis for the years 2007 to 2018.

Year rit′,idio lmeit′

2007 7.37% 2.12%
2008 4.98% 3.19%
2009 6.04% 3.14%
2010 5.48% 3.37%
2011 3.73% 5.05%
2012 3.58% 5.83%
2013 3.10% 7.46%
2014 4.35% 10.78%
2015 6.26% 11.76%
2016 2.99% 7.84%
2017 4.43% 6.79%
2018 8.74% 9.38%

From analysing the spatial correlation, which can take values in between -1 and 1, we find no
evidence of geographically clustered shocks for lmeit′ , and even less so for the idiosyncratic shocks
rit′,idio. The magnitude of the correlation is also in line with the results achieved by Giacoletti (2017).
Further, notice the reduction of spatial correlation for the idiosyncratic shocks compared to the
lmeit′ , which is driven by the regression in eq. 34 and indicates that some systematic factors were
spatially correlated.

Next, we examine the distribution of idiosyncratic shock. From just looking at the histogram
presented in Figure 7 we can conclude that the fitted t-distribution is visually more appropriate than
the normal distribution. We confirm this by performing a Jarque-Bera test, in which we can reject

10The years of 2005 and 2006 included to few repeated sales pairs for a reliable results. Furthermore, due to
computational power limitations, up max 10,000 observations are randomly chosen within each year and tested for
spatial correlation (the computational requirement scales exponentially with the number of rows).
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the null of normally distributed shocks at the 1% level, (Jarque and Bera, 1987).
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Figure 7. Histogram of the idiosyncratic shocks (eq. 35), spanning from February 2005 to March 2018.
Red and blue lines represents the fitted normal distribution and the fitted t-distribution respectively.

Now, let us study the mean, volatility, skewness, and excess kurtosis of the shocks, presented in
Table 8. The first thing worth noting is that the mean is very close to zero, which can be expected:
idiosyncratic risk should not yield any compensation as it can be diversified away. Mean zero is also
an intuitive result since both ends of a housing transaction are subject to the same risk, and as the
transaction goes through, one party’s gain is the other party’s loss. Therefore, one can expect this
effect to average out towards zero. The second thing we note is the standard deviation, which is large
compared to the volatility of the systematic return series (which was approximately 6.2% with iid
annualisation). This is very relevant from a household’s perspective because unlike other assets, the
average proportion of wealth invested into the housing asset is very large (Calvet and Sodini, 2014),
and limits a household’s ability to diversify away the idiosyncratic risk. As a result, the idiosyncratic
risk is as real as the systematic risk.

Table 8: Sample mean, standard deviation, skewness and excess kurtosis of the idiosyncratic shocks
(eq. 35), spanning from February 2005 to March 2018.

Mean Std. Dev. Skewness Excess Kurtosis

-0.001 0.154 0.153 1.187

4.3.2. Implications for the Term Structure of Idiosyncratic Risk

In this section, we evaluate the term structure of idiosyncratic risk. More specifically, we investigate
whether the idiosyncratic return behaves more like that of a shock (in line with Giacoletti (2017)) or
more that of a random walk, accumulating return (and thus risk) as the holding period increase. To
approach this, let us first define the two competing assumptions:
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(A) if the idiosyncratic shocks accumulate over time, by eq. 28, the idiosyncratic variance will grow
linearly with the holding period τ .

(B) if the idiosyncratic shocks are purely idiosyncratic transaction shocks, the idiosyncratic variance
remains unaffected as holding period τ increase.

In order to evaluate which one of assumption (A) and assumption (B) that is correct, we run the
following regression:

û2iτ = βττi + αit,yq + αit′,yq + αzip + βcharXit′,char + viτ (37)

Where τi is the holding period for property i and the coefficient of interest is βτ , while the rest
are the control variables and fixed effects applied in regression 34. Notice the dependent variable
in the regression above: it is the squared residuals from regression 34, which are not yet re-scaled
back. Effectively, this means that the squared residuals represent idiosyncratic variance, scaled to
monthly level assuming that the idiosyncratic variance behaves in line with assumption (A). The
essence of this test is: By assuming that (A) is correct, then holding period τ should no longer have
an effect on the idiosyncratic variance (since it is already scaled to monthly levels). Any statistical
significance of βτ 6= 0 would disprove assumption (A), and a negative coefficient would speak in favour
of assumption (B). We estimate the regression in eq. 37 on the full sample and present the results in
column one of Table 9. To easier see the economic magnitude as well as to reduce multicollinearity,
all numeric variables in the regressions in this table are standardised by subtracting the sample mean
and dividing by sample standard deviation, (Kim, 1999). The conclusions are clear: βτ is statistically
different from zero with a negative sign which marks the approval of assumption (B). Moreover, the
effect is large: a one standard deviation increase of τi from the holding period mean results in -0.2486
standard deviations change from the mean of the scaled idiosyncratic variance û2iτ , ceteris paribus.

Following Giacoletti (2017), there are reasons to believe that a quadratic relationship between
the scaled idiosyncratic variance and the holding period are more suitable:

û2iτ = β1τi + β2τ
2
i + αit,yq + αit′,yq + αzip + βcharXit′,char + viτ (38)

where τ2i is the square of the standardized holding period. The ceteris paribus effect is now evaluated
at the mean of τ :

∂u2

∂τ
= (β1 + 2β2τ̄) (39)

However, since the variables are standardised, the mean of holding period is τ̄ = 0, implying that it is
enough to evaluate sign and significance of β1 to determine whether the holding period is negatively
associated with the scaled idiosyncratic variance. The results of eq. 38 are presented in column (2) of
Table 9, where we confirm that this is the case (β1 < 0). Given the positive sign and the statistical
significance of β2, the relationship also seems to be non-linear, implying a reversed conclusion in
the tail of the holding period (the inflection point is approximately 1.25 standard deviations from
the holding period mean). It is worth noting, however, that the number of observations above the
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Table 9: Coloumn 1: Regression output from eq. 37; Column 2: Regression output from eq. 38;
Column 3: Regression output from eq. 46. All numeric variables are standardised by subtracting the
sample mean and dividing by sample standard deviation, (Kim, 1999). The dependent variable in
all regressions is the squared residuals of eq. 34. All t-stats are based on standard errors that are
clustered on year-quarter, and postal code.

(1) (2) (3)

Holding Period −0.2486∗∗∗ −0.3518∗∗∗ −0.3810∗∗∗
[−2.6404] [−3.7762] [−30.0228]

Holding Period Squared 0.1443∗∗∗ 0.1563∗∗∗

[11.6628] [13.4652]

Time to Sale 0.0069∗∗∗

[3.2850]

Log Living Area 0.1191∗∗∗ 0.1121∗∗∗ 0.0976∗∗∗

[14.8267] [14.8887] [13.1526]

Log Number of Rooms 0.0586∗∗∗ 0.0546∗∗∗ 0.0526∗∗∗

[7.3704] [6.8077] [6.5317]

New Production −0.0044 −0.0860 −0.0413
[−0.0566] [−1.1719] [−0.5591]

Log Previous Contract Price −0.3512∗∗∗ −0.3330∗∗∗ −0.2983∗∗∗
[−20.8063] [−20.3321] [−20.5537]

City −0.1076 −0.1283∗ −0.1186∗
[−1.2934] [−1.8121] [−1.6957]

House 0.2418∗∗∗ 0.2437∗∗∗ 0.2100∗∗∗

[14.0482] [14.3580] [13.1153]

POST-1940/PRE-1960 −0.0589∗∗∗ −0.0566∗∗∗ −0.0554∗∗∗
[−4.8253] [−4.6390] [−4.6397]

POST-1960/PRE-1976 −0.0429∗∗∗ −0.0425∗∗∗ −0.0399∗∗∗
[−3.4411] [−3.4943] [−3.2317]

POST-1976/PRE-1991 −0.0556∗∗∗ −0.0537∗∗∗ −0.0537∗∗∗
[−4.3910] [−4.0618] [−3.9401]

POST-1991 −0.0597∗∗∗ −0.0577∗∗∗ −0.0614∗∗∗
[−4.5366] [−4.4355] [−4.6898]

PRE-1900 −0.0046 −0.0055 −0.0091
[−0.2580] [−0.3216] [−0.5263]

Observations 162,825 162,825 162,825
R2 0.1219 0.1450 0.1379

Notes: ∗∗∗Significant at the 1 percent level.
∗∗Significant at the 5 percent level.
∗Significant at the 10 percent level.
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inflection point is few. All in all, both regressions above confirm earlier research: the idiosyncratic
return takes the form of a shock and does not scale with the square root of time.

The remainder of this section incorporates the finding from above, in the chase of decomposing
the term structure of idiosyncratic risk. We follow again the example of Giacoletti (2017) by running
kernel regressions to estimate the unknown functional form of the relationship between holding
period and idiosyncratic risk (allowing for an even more flexible functional form than quadratic).
More specifically, by pooling the idiosyncratic shocks rit′,idio = ûit′

√
τi, we run two non-parametric

kernel regressions11 on the holding period using a normal kernel. For every specific holding period τ
the kernel regression weights all the observations in relation to how close their τit is to the selected
τ , whereby observations closer to the specific holding period are attributed more weight according to
the kernel and selected bandwidth (smoothing parameter). To the get expected value of the two first
moments for every holding period, we use the Nadaraya–Watson-estimator, (Watson, 1964):

m̂j =

∑n
i=1K(

τi−τj
h )ûiτ∑n

i=1K(
τi−τj
h )

(40)

m̂2
j =

∑n
i=1K(

τi−τj
h )û2iτ∑n

i=1K(
τi−τj
h )

(41)

Where K denotes the normal kernel and h is the bandwidth. We then can calculate the expected
variance conditional on holding period as:

σ̂2idio,τ = m̂2
τ − [m̂τ ]2 (42)

Now to the interesting part: while the regressions performed in the start of this section (eq. 37 and
eq. 38), the results from eq. 42 allows us to visualise the idiosyncratic term-structure. To contrast
our results and its complex structure, we include the iid case, which assumes that the idiosyncratic
risk would grow with the

√
τ .

The results are presented in Figure 8. The striking conclusion is that the idiosyncratic risk
does certainly not scale with the square root of time, substantiating the regressions results. While
Giacoletti (2017) finds that the idiosyncratic shock is completely flat, our results show evidence of a
small positive slope. One explanation to the discrepancy is the fact that the dwellings are likely to
disperse over time due to variations in renovations across properties (some properties are renovated
a lot, while some properties even decay, causing an increased variation of the idiosyncratic shock
as τ increases). While Giacoletti controls explicitly for cash flow investments into house i using a
unique data-set, we have no access to such numbers in Sweden, especially not on the national scale
that we explore. The extent to which a property is renovated is also idiosyncratic by nature, which
explains why it shows up here. Regardless of the tiny slope, however, the main finding here is that the
idiosyncratic risk is huge immediately at τ = 1, and that the iid assumption is undeniably wrong. To

11The bandwidths are selected based on the rit′,idio, where we apply Silverman’s rule of thumb Silverman (2018),

where bandwidth h =
(

4σ̂5

3n

) 1
5 and σ̂ denotes the sample standard deviation of rit′,idio.
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summarise, we now have the last piece of the puzzle required to decompose the term-structure of the
housing risk, and in the next section, we put all the pieces together (systematic and idiosyncratic).
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Figure 8. The blue line (complex) depicts the the square root (risk) of the estimated conditional
variance from eq. 42 calculated through the use of kernel regressions on the idiosyncratic shocks
from eq. 35. The grey, dotted line (iid) depicts the square root (risk) of the idiosyncratic shocks from
eq. 35 using eq. 28 and the sample standard deviation.
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5. Measuring Total Housing Risk

5.1. Definition of Total Housing Risk

The definition of total housing risk is the volatility of the total return. The total return for a sales
pair is simply the total capital gain/loss between the purchase and the sale. The total return is then
the sum of the systematic return and the idiosyncratic return. By construction, the two series are
independent, which implies that the total housing risk becomes:

σtotal =
√
σ2syst + σ2idio (43)

which implicitly assumes that all properties have the same exposure towards the housing market,
considering the factor of one in front of the σ2syst. Although this could be questioned, it does not
limit the conclusions presented in this section, mainly due to two reasons. The first being that we
already assume no market segmentation when we chose to construct one systematic index a covering
all of Sweden, regardless of housing category (house/apartment) or geographical location, (this is
something we relax in Section 7). Second, considering the purpose of this thesis is to study the term
structure of housing risk and evaluate the implications this has on the Swedish household’s risk, a
beta assumption of anything but 1 would be inappropriate, considering the systematic indexed is
constructed to explain the average property, implying that the average property will have a beta of 1.

5.2. Implications for the Term Structure of Total Housing Risk

Further exploiting the fact that the systematic and idiosyncratic return are independent, we use the
estimated systematic and idiosyncratic variance conditional on holding period defined in eq. 29 and
in eq. 42, respectively, to define the total housing variance conditional on holding period τ :

σ̂2τ,tot = σ̂2τ,syst + σ̂2τ,idio (44)

Since the variance of independent variables aggregate, this allows for a total housing variance
decomposition, presented in Figure 9. As a comparison, the total variance is also plotted under
the assumption of housing returns being iid, which implies that the variance scales linearly with τ .
Figure 9 depicts the anatomy of the term structure of the total housing variance for the Swedish
property market. From this, four quick, yet strong, insights can be drawn: Firstly, assuming iid
severely underestimates the total variance in the short-term, driven by the idiosyncratic return
being in the form of a transaction shock, regardless of the holding period. Secondly, assuming iid
severely overestimates the variance in the long-term, driven by the auto-correlation and accompanied
mean-reversion of the systematic return series. Thirdly, the amount of idiosyncratic variance is always
larger than the systematic variance. Finally: the proportion of idiosyncratic variance is especially
large in the short-term and the long-term. Proceeding with taking the square root of the LHS of eq.
44, the term structure of total risk can be analysed. However, before we continue, let us summarise
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Figure 9. The red dashed line depicts the conditional systematic variance from eq. 29, on the monthly
systematic return series (calculated as the log differences of the real estate price-level index), spanning
from February 2005 to March 2018. The blue dashed line depicts the conditional idiosyncratic variance
from eq. 42 calculated through the use of kernel regressions on the idiosyncratic shocks from eq. 35.
The black line depicts the total conditional variance and is the sum of the red and the blue line. The
grey, dotted line depicts the total conditional variance under the assumption of iid (eq. 28).

the various assumptions with regards to the dependence structure of total housing returns. Starting
with the systematic component:

1. Systematic returns are iid, implying that the systematic variance is scaling with τ or;
2. Systematic returns are autocorrelated, implying that the systematic variance takes a more

complex functional form with respect to τ .

Similarly, the discussed assumptions for the idiosyncratic component:

1. Idiosyncratic returns are iid and accumulating over time, implying that the variance is scaling
with τ , or;

2. Idiosyncratic returns are in the form of a shock, taking place at the time of the transaction,
implying that the variance has a more complex functional form with respect to τ .

Building up to this point, we have in this thesis tried to communicate the importance of modelling
the dependence structure of housing returns, and showing how substantial the deviations compared
to the iid alternative hypothesis, evident from the quick glance of Figure 9. The following section
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contrasts the different assumptions and visualises the implication an incorrect assumption will have
on the total housing risk over various holding periods. First, define:

[complex, complex] : = Systematic returns follow (2), idiosyncratic returns follow (2)

[iid, complex] : = Systematic returns follow (1), idiosyncratic returns follow (2)

[iid, iid] : = Systematic returns follow (1), idiosyncratic returns follow (1)

Out of the above, the most relevant competitor of our suggested [complex, complex] is the
[iid, complex] proposed by Giacoletti (2017), who argues for an iid structure for the systematic
return, neglecting the high-order autocorrelation. This is one aspect where we differ and in one
way this thesis contributes to research. In Figure 10 where the conditional volatility is plotted, the
discrepancy between [complex, complex] and [iid, complex] becomes apparent first in the long-run
(60 months and beyond). When judging the relevance of this long-run divergence, one should recollect
the average holding period for Swedish homeowners. Unlike other assets, a housing property is on
average held for a substantial amount of time (median of 18 years). In the light of this, the divergence
is applicable to a majority of Swedish homeowners.

As a final part of this section, we present Figure 11, containing the total share of idiosyncratic
variance to total variance. Illustrated like this, the finding that idiosyncratic variance represents
the more substantial part of the overall variance, especially at the start and in the end, becomes
very apparent. Moreover, while the [iid, complex] decays away, the [complex, complex] takes the form
of a smile, underlining the importance of the idiosyncratic component even in very long holding
periods: an insight highly relevant for property owners and the media in general, that are extremely
worried about the systematic price level on the market and its movements, when the truth is that the
idiosyncratic/sale specific risk is what matters the most. More specifically, according to our findings,
the idiosyncratic share never goes below 55% of the total variance (reached in the medium-term),
and consists of even larger proportions in the short- and long-term holding periods.
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Figure 10. This chart plots the conditional total volatility by holding period, where each series
differs in the underlying assumptions on return distribution. The black line, [complex, complex]
incorporates the complex dependency structure for both the systematic and the idiosyncratic returns.
The green line, [iid, complex] assumes that the systematic return is iid, while the idiosyncratic
returns incorporate the complex dependency structure. The grey, dotted line assumes that both the
systematic and the idiosyncratic returns are iid.
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Figure 11. This chart plots the share of conditional idiosyncratic variance to the total variance
by holding period, where each series differs in the underlying assumptions on return distribution.
The black line, [complex, complex] incorporates the complex dependency structure for both the
systematic and the idiosyncratic returns. The green line, [iid, complex] assumes that the systematic
return is iid, while the idiosyncratic returns incorporate the complex dependency structure. The
grey, dotted line assumes that both the systematic and the idiosyncratic returns are iid.
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6. Impact of Market Liquidity

This section aims to explore to what extent liquidity explains the idiosyncratic variance. As mentioned
in Section 4, Giacoletti (2017) hypothesised that the idiosyncratic variance potentially could be
explained by the low liquidity present in property markets, causing an increased search time before
matching the property with a buyer. An increased search time would then induce an increased
variation in the idiosyncratic returns, driving the increased risk Piazzesi and Schneider (2009). We
aim to precisely test this theory by exploiting two key variables available in our data set to create a
variable explicitly measuring the time it takes to sell a property, which we call time to sale. Time to
sale is created by taking the time difference between the contract date and the ad-listing-date:

Sit = Contract dateit −Ad listing dateit (45)

where t refers to the time index of resulting contract date.
Economically, conditional on the property characteristics (as some objects might be harder to

sell by sheer size or location), the time it takes for the seller to match her object with a buyer is a
reasonable proxy for market liquidity.

According to us, however, the relationship between liquidity and idiosyncratic risk is not as
straight forward as it first may seem. The key issues are justifying an increased variation of in the
idiosyncratic shocks, although it is clear that less liquidity will result in a more negative transaction
shock for the seller. To show that there is a dependency between the liquidity and the idiosyncratic
variance, we first need to assume that the time it takes to sell a property is a function of the sample
size of potential buyers, n. Our theory then goes as follows:

Let Xi
iid∼ fX(x) be a random variable representing the idiosyncratic price view that buyer i has

a specific property, and that there are n potential buyers. Then through an auctioning process, the
buyer with the highest price view Xi will set the contract price, by marginally outbidding the second
highest bidder. The resulting price can then modelled as the (n− 1)th order statistic X(n−1) (the
point where the bidding process ends), whose probability density function will be a function of the
sample size n. One can show that E(X(n−1)) will approach its upper bound, and V ar(X(n−1)) will
approach zero, as n→∞. In economic terms, if one accepts the assumption that market liquidity
increases the sample size of buyers participating in the bidding process, then the variance of the
resulting price, and thus the variance of the idiosyncratic return, will decrease. The other way around:
low market liquidity implies a smaller sample of buyers, allowing for a greater variation in the
resulting price (and idiosyncratic shock).

To formally test this hypothesis, we start off with estimating the effect of Sit on the scaled
idiosyncratic variance, by extending the model specification of eq. 44 through adding the time to
sale variable, Sit:

û2iτ = β1τi + β2τ
2
i + βSSit + αit,yq + αit′,yq + αzip + βcharXit′,char + viτ (46)
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where the coefficient βS is of interest. The remaining variables, being the property specific quality
characteristics, and the holding period variable, are included as controls. In this regression too, the
variables are standardised by subtracting the mean and dividing by the standard deviation. The
output of the regression is presented above in column (3) of Table 9. From this we can conclude
that the time to sale variable is positively related to the idiosyncratic variance, as expected, being
statistically significant at the 1% level. The economic significance of liquidity on the idiosyncratic
variance is however small: in a ceteris paribus setting, a one standard deviation increase from the
mean of Sit results in 0.0069 standard deviations increase from the mean of the scaled variance. The
small impact, albeit statistically significant, can be motivated by the quickly diminishing marginal
benefit of adding incremental property buyer to the sample (big impact going from 1 to 2 buyers,
but less impact going from 21 to 22).

To visualise the liquidity impact on the term structure of housing risk, the underlying data is
split into two groups: one defined as high liquidity, representing properties with a time to sale below
the mean Sit < S̄. The other group named low liquidity, defined as the properties with a time to sale
above or equal the mean Sit >= S̄. The results are found in Figure 12, showing both term structures
of idiosyncratic risk (calculated through the use of kernel regressions again).

Even though we explicitly do not control for other variables in this chart (like we do in the
regression setting), it is still interesting to verify the hypothesis of idiosyncratic variance being a
transaction shock from another point of view. This becomes clear when analysing Figure 12 where
an increased liquidity results in a level shift down of the term structure, leaving the slope more or
less intact. In line with the economic magnitude found in the regression of eq. 46 this figure also
shows the small, but present, impact that liquidity has on the total idiosyncratic variance, where
almost all of the idiosyncratic risk remains unexplained.
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Figure 12. This chart plots the conditional idiosyncratic volatility by holding period. The data is
split into two groups: one defined as high liquidity, representing properties with a time to sale below
the mean Sit < S̄. The other group named low liquidity, defined as the properties with a time to sale
above or equal the mean Sit >= S̄. Kernel regressions are then used to estimate the term structures
of each series.
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7. Impact of Market Segmentation

7.1. Subgroup Motivation

The findings we have presented above contributes to research in that it depicts the anatomy of the
term structure of housing risk, and provides tailored insights for the Swedish market. However, it is
important to highlight that the results are a reflection of the assumption that the Swedish housing
market is unsegmented, i.e. one national systematic index representing all systematic return. This
assumption can be questioned, as home buyers typically look for properties in a search range that
depends on their geographic preferences, budget, and family size. If this is true, then a certain type
of properties might only be considered by a specific clientele, and the interaction of these clienteles
then determines how turnover, inventory and prices differ across segments of the housing market,
(Piazzesi, Schneider, and Stroebel, 2015). Hence, the assumption of one systematic index explaining
all systematic price levels across Sweden can be questionable. In this section, we therefore perform a
robustness check of all the findings presented up to now on the national level, to verify if the results
persist when allowing for market segmentation.

We choose the dimension of which to segment the Swedish property market in line with the
segments Statistics Sweden commonly use to categorise the Swedish properties. First, we divide our
sample between what we choose to call metropolitan Sweden and remote Sweden. The metropolitan
areas include Storstockholm, Storgöteborg, and Stormalmö, which account for approximately half of
our observations, and Statistics Sweden provides 45% of the Swedish population12. Then, we add
another level by segmenting both groups based on housing category, that is, whether the observed
object is a house or an apartment. Holding geographical location constant, apartments are typically
smaller in size and cheaper compared to houses (see Table 10), which might attract a specific type
of clientele not necessarily looking for houses due to, e.g. family constellations. In total, the use of
these two dimensions implies four market segments (segments/subgroups used interchangeably):

– Houses metropolitan;
– Houses remote;
– Apartments metropolitan;
– Apartments remote.

7.2. Subgroup Results Overview

To avoid repetitiveness, we will focus on the results which complement the findings from earlier
sections.

12Data, see https://www.scb.se/sv_/Hitta-statistik/Artiklar/Varannan-svensk-bor-nara-havet/ for more
information.

40

https://www.scb.se/sv_/Hitta-statistik/Artiklar/Varannan-svensk-bor-nara-havet/


Table 10: Descriptive statistics of Swedish real estate sales divided between subgroups. Standard
deviations are reported in the parentheses beneath each row. Data used consist of 1,488,970 real
estate transactions from all of Sweden occurring between January 2005 and March 2018. Contract
price is in 10,000 SEK, living area is in square meters, and time on market is in days.

Metropolitan
Houses

Remote
Houses

Metropolitan
Apartments

Remote
Apartments

Contract Price 364.58 160.98 229.57 99.41
(219.60) (116.49) (172.25) (78.12)

Living Area 131.4 124.42 67.55 70.72
(45.27) (44.74) (26.87) (26.15)

Time to Sale 47.94 73.43 34.61 41.04
(112.43) (141.11) (81.88) (88.59)

Number of Transactions 197,171 400,726 539,037 352,036

7.2.1. Index Selection

We start from scratch by re-estimating the indices13 for each subgroup and select the most appropriate
index methodology using the same process as outlined in Section 3.2. In Table 11 the RMSE and
MAPE for each index and subgroup are presented. Again, on the subgroup level, the complex hedonic
index seems to be the most consistent in out-of-sample prediction accuracy. This is good from a
robustness check point of view, as a change of index methodology can not drive potential observed
differences between the national and subgroups. When analysing the magnitude of the forecast errors,
a notable difference also appears: both the remote houses and the remote apartments are associated
with a higher MAPE, implying that the remote properties have a larger share of idiosyncratic shocks.
Furthermore, apartments are associated with a slightly higher forecast error compared to houses,
holding the geographical dimension fixed. Both of these two findings are also verifications of the
segments we have chosen to subset.

Regarding index revision, and prediction error decomposition into property characteristics, these
are both in line with the finding from the national case: the complex hedonic index are subject
to less index revision, and all the index methodologies in general, have a larger forecast error for
high-quality properties with a more extended holding period. The results are presented in Appendix
in Table 15 for the interested reader.

To summarise the index selection: the complex hedonic index methodology will be applied to
model the systematic price level within each subgroup/market segment, as this methodology has the
best mix of accuracy and stability.

13Please note that we omit regression variables of such as the metropolitan flag and housing category on the subgroup
level to avoid perfect colinearity in our regressions.
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Table 11: Results from out-of-sample predictions measured in RMSE and MAPE for each estimated
index and subgroup. Valueguard and the rolling mean index of Svensk Mäklarstatistik are added as
a reference point.

Root Mean Square Error (RMSE)

CS BMN Hedonic Hedonic
(comp.)

OFHEO MStat Valueguard

Metropolitan Houses 897,336 895,403 890,066 898,573 898,331 1,003,982 892,981
Remote Houses 554,532 552,141 540,672 540,868 555,417 639,550 533,557
Metropolitan Apartments 469,440 463,057 442,289 439,189 469,234 437,879 446,878
Remote Apartments 402,291 395,036 392,890 386,758 401,955 303,615 308,031

Mean Absolute Percentage Error (MAPE)

CS BMN Hedonic Hedonic
(comp.)

OFHEO MStat Valueguard

Metropolitan Houses 13.61% 13.57% 13.00% 13.07% 13.63% 16.47% 13.01%
Remote Houses 19.69% 19.59% 18.36% 18.29% 19.72% 23.74% 18.63%
Metropolitan Apartments 14.26% 14.15% 13.79% 13.74% 14.26% 13.83% 13.94%
Remote Apartments 20.95% 20.77% 20.53% 20.39% 20.94% 19.25% 19.26%

7.2.2. Modelling the Systematic Return Distribution

Again, we define the systematic return as the log differences of the systematic index, for each subgroup.
When evaluating these four series of systematic returns, ADF tests let us reject the null of a unit
root at the 1% level in all subgroups, in favour of the series being covariance stationary. Then, Figure
13 presents the histograms of the systematic returns for each subgroup. In line with the national
case, each subgroup is leptokurtic and is better explained by a fitted t-distribution than by a normal
distribution. Indeed, the JB-tests confirm the visuals, firmly rejecting the null of normal distribution
for all subgroup indices at the 1% level. Table 12 presents the descriptives on the monthly systematic
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Figure 13. Histogram of the monthly systematic return series for each subgroup (calculated as the
log differences of the real estate price-level indices), spanning from February 2005 to March 2018.
Red and blue lines represent the fitted normal distribution and the fitted t-distribution respectively.

retun for each subgroup, where it evident that houses are associated with a lower mean return than
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the apartments, while the monthly standard deviation is more or less similar and small in magnitude
(annualization under assumption of iid is approximately 7%, in line with the national case) across
subgroups.

Table 12: Sample mean, standard deviation, skewness and excess kurtosis of the monthly systematic
return series for each subgroup (calculated as the log differences of the real estate price-level indices),
spanning from February 2005 to March 2018.

Mean Std. Dev. Skewness Excess
Kurtosis

Metropolitan Houses 0.004 0.020 0.227 2.108
Remote Houses 0.004 0.019 0.439 0.815
Metropolitan Apartments 0.006 0.019 -0.356 1.837
Remote Apartments 0.009 0.024 0.043 1.625

Next, Figure 14 plots the ACF and PACF of the systematic return series in each subgroup. Here,
the central finding is that all systematic return series have statistically significant autocorrelation, at
various lag-lengths and with various signs, creating overall a rather complex dependence structure.
Overall, it seems safe to conclude that the systematic returns in each subgroup are far from iid,
and to formally test this we run Ljung-Box test using the same lag-length, where the null of zero
autocorrelation can be rejected at the 1% level for all subgroups.
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Figure 14. Sample autocorrelation function and partial autocorrelation function of the monthly
systematic return series (calculated as the log differences of the real estate price-level indices) for
each subgroup separately, spanning from February 2005 to March 2018. Blue lines marks the 95%
confidence intervals.
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In Figure 15 the systematic risk is plotted as a function of the holding period τ for every subgroup.
All in all, the evidence implies that the use of eq. 29 is essential when aggregating systematic return
series and calculating the term structure of systematic risk, within each subgroup.

The conclusions are clear: the importance of modelling the dependence structure of the systematic
index is high, confirming the insights from the national case. In the long run, the term structure of
the complex dependence structure and the iid alternative diverge completely. It is also clear that
this finding is robust to all of the market segments in that all four subgroups have the same shape.
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Figure 15. The red lines (complex) depicts the square root (risk) of the estimated conditional variance
from eq. 29 for each subgroup. The grey, dotted lines (iid) depicts the square root (risk) of the
estimated conditional variance from eq. 28 for each subgroup. Both series are estimated on the
monthly systematic return series (calculated as the log differences of the real estate price-level
indices), spanning from February 2005 to March 2018.
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7.2.3. Modelling the Idiosyncratic Shock Distribution

Proceeding to the idiosyncratic component, the first step is to soak the systematic differences of
l̃meit and arrive at the scaled idiosyncratic shocks, which is done through OLS regression of eq. 33,
but this time estimated for each subgroup individually. Like in the national case, the estimates of
interest from this regression are the fitted residuals. The results of the regressions are presented in
Table 18 in the Appendix for the interested reader.

After having soaked all the systematic differences, we treat the residual of the regressions based
on 34 as the scaled idiosyncratic shocks. Remembering Section 4.3.1: if the idiosyncratic shock were
truly idiosyncratic, then they should not be spatially correlated. In Table 13 Moran’s I is presented,
where there are no evidence of substantial geographical clustering of idiosyncratic shocks. However,
one should notice that the apartments are more spatially correlated compared to houses, but still at
a low enough magnitude to not becoming an issue.

Table 13: Moran’s I estimates for the idiosyncratic shocks, (eq. 35) and for the log local market
equivalents (eq. 32). Estimates are calculated on an annual basis for the years 2007 to 2018 for each
subgroup.

rit′,idio lmeit

Metropolitan
Houses

Remote
Houses

Metropolitan
Apartments

Remote
Apartments

Metropolitan
Houses

Remote
Houses

Metropolitan
Apartments

Remote
Apartments

2007 4.53% -0.94% 10.02% 15.61% 1.22% -0.59% 1.47% 8.56%
2008 1.36% 4.87% 9.71% 8.98% 2.68% 2.74% 5.65% 4.06%
2009 5.51% 4.38% 13.50% 2.60% 2.45% 2.14% 3.66% 2.87%
2010 4.03% 1.45% 13.35% 7.19% 1.92% 1.43% 2.90% 6.91%
2011 1.52% 0.91% 10.34% 7.66% 4.41% 2.09% 4.85% 9.63%
2012 2.70% 1.59% 7.41% 10.34% 3.99% 2.78% 8.96% 11.27%
2013 1.61% 0.83% 4.51% 12.87% 5.53% 2.78% 11.30% 14.66%
2014 0.83% 0.90% 10.22% 12.23% 7.60% 3.57% 19.85% 16.46%
2015 5.17% 1.13% 16.59% 7.24% 12.16% 4.74% 25.22% 14.38%
2016 3.64% 1.04% 6.44% 6.88% 11.68% 3.91% 14.01% 18.18%
2017 3.56% 1.16% 9.68% 13.56% 6.23% 2.99% 12.45% 22.41%
2018 5.15% 2.68% 13.49% 15.07% 2.91% 1.89% 13.50% 23.79%

The next step in robustness testing the findings from the national case is to confirm that the
subgroups’ idiosyncratic volatility do not follow iid paths, i.e. the idiosyncratic risk should not scale
with the square root of the holding period,

√
τ . Using the residuals of the fitted eq. above, we run eq.

37 but applied to our subgroups, respectively. The results are presented in Tables 19, 20, 21, and 22 in
the Appendix. From analysing the tables, the rejection of the iid assumption seems to be statistically
stronger for the remote objects, in contrast to the metropolitan objects. However, when including
the quadratic holding period in the regression, all subgroups shows the same results: a negative
partial derivative of scaled idiosyncratic variance with respect to the holding period. This finding
confirms the results obtained on the national level, namely that the assumption of idiosyncratic risk
scaling with the square root of the holding period, is severely wrong. This fact speaks in favour
of the idiosyncratic return being in the form of a shock, even on subgroup level. Accordingly, we
proceed with analysing the distribution of these shocks.

In Figure 16 the histograms of the idiosyncratic shocks are presented, where it is evident that
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the shocks are slightly leptokurtic, where a fitted t-distribution explains the distribution better than
a normal distribution for all subgroups. The JB-test allows us to reject the null of normality for
all subgroups at the 1% level. Furthermore, you can visually see that the remote properties (both
houses and apartments) are more dispersed. This is more easily seen by evaluating the distributional
descriptives, presented in Table 14, where we present the mean, volatility, skewness and excess
kurtosis of the rescaled idiosyncratic shocks across subgroups.
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Figure 16. Histogram of the idiosyncratic shocks (eq. 35) for each subgroup, spanning from February
2005 to March 2018. Red and blue lines represents the fitted normal distribution and the fitted
t-distribution respectively.

Table 14: Sample mean, standard deviation, skewness and excess kurtosis of the idiosyncratic shocks
(eq. 35) within each subgroup, spanning from February 2005 to March 2018.

Mean Std. Dev. Skewness Excess
Kurtosis

Metropolitan Houses 0.000 0.121 0.309 1.491
Remote Houses 0.000 0.178 0.190 1.069
Metropolitan Apartments -0.001 0.118 0.065 0.731
Remote Apartments -0.001 0.170 0.067 0.947

Regarding the mean, it is very close to zero for all subgroups, in line with the national case.
Moreover, the idiosyncratic risk is huge compared to the systematic risk for the subgroups, respectively.
What is even more interesting are the cross-sectional differences in the magnitude of idiosyncratic
risk. There are in fact notable differences in standard deviation across subgroups; here the remote
properties appears a lot riskier and begs for a more thorough analysis. This is however beyond the
scope of our study.

Recall that the distribution of idiosyncratic shocks are not Gaussian, meaning that the first two
moments are not enough to explain all the characteristics of the distribution. Consequently, we
proceed with analysing the higher order moments, where the reader should remember that investors
like high odd moments (mean, skewness) and low even moments (variance, kurtosis), Kat and Brooks
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(2001). In the light of this, houses’ idiosyncratic shocks have higher skewness, which is welcomed by
investors. The downside, however, is an increased tail risk from the increased kurtosis (disliked by
investors). These insights become relevant for the last section of our thesis, where we will evaluate
the impact that our findings have on the riskiness of the Swedish households. The higher order
moments will then give nuance to the likelihood of observing larger movements in housing prices.

Proceeding, the chart of idiosyncratic housing risk on holding period is plotted for every subgroup
in Figure 17. From analysing these plots, three quick insights can be made. Firstly, the fact that the
idiosyncratic shocks do not scale with the square root of time becomes apparent when comparing
it with the iid case. This finding is confirming the results of the national case. Secondly, the term
structure slope is slightly steeper for the houses, which could be interpreted as a sign of a larger
dispersion in quality within houses than within apartment, as the holding period increases. Thirdly,
there is a significant level difference in idiosyncratic risk across the subgroups, where the remote
properties are more risky, regardless of holding period.
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Figure 17. The blue lines (complex) depicts the the square root (risk) of the estimated conditional
variance from eq. 42 calculated through the use of kernel regressions on the idiosyncratic shocks
from eq. 35 for each subgroup. The grey, dotted lines (iid) depicts the square root (risk) of the
idiosyncratic shocks from eq. 35 calculated using eq. 28 and the sample standard deviation for each
subgroup.

7.3. Subgroup Implications for the Term Structure of Total Housing Risk

Having now modelled both the systematic and idiosyncratic variance conditional on holding period
τ for all subgroups, the total conditional variance series can now be examined. In figure 18, we
can monitor how the two variance components influence the total variance, being the sum of the
systematic and idiosyncratic variance. It is compared to the case where one assumes that both the
idiosyncratic and systematic variance scales with time, i.e. the iid case. All in all, they provide
similar insights with regards to the term structure anatomy as obtained in the national case. The new
insight is the relatively high total variance of the remote properties, compared to the metropolitan
properties. While the systematic variance is more or less of similar magnitude, the driver of the higher
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total variance is the idiosyncratic component across all subgroups. Moving on, in Figure 19 the total
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Figure 18. The red dashed lines depicts the conditional systematic variance from eq. 29 for each
subgroup, of the monthly systematic return series (calculated as the log differences of the real estate
price-level indices), spanning from February 2005 to March 2018. The blue dashed lines depicts the
conditional idiosyncratic variance from eq. 42 calculated through the use of kernel regressions on
the idiosyncratic shocks from eq. 35 for each subgroup. The black lines depicts the total conditional
variance and is the sum of the red and the blue line of each subgroup. The grey, dotted lines depicts
the total conditional variance under the assumption of iid (eq. 28 for each subgroup).

risk is plotted for the [complex, complex] (being the case which we are strong advocates of, i.e. when
the dependency structure for both idiosyncratic and systematic returns are taken into account) and
for the [iid, complex] (as advocated by Giacoletti (2017), ignoring the dependence structure of the
systematic returns) and finally the pure [iid, iid] scenario. From analysing this, we can conclude that
our national insights remain robust on subgroup level: assuming iid total housing return implies a
severe underestimation of risk in the short-term while implying an overestimation of risk in the long
run. Contrasting our results with Giacoletti’s, yet again the series follow each other reasonably well
in the short-term and then diverge as holding period increases. Finally, when examining Figure 20, a
familiar face appears: the volatility smile, in the form the fraction of idiosyncratic variance to total
variance. As is evident from the figure, the smile is robust to all subgroups. In similarity, the same
decaying shape for the [iid, complex] appears, this too in line with the national case. On top of being
a robustness check, this figure also underlines the importance of idiosyncratic risk across all subgroups
and over time, where the proportion of idiosyncratic risk is substantial regardless of holding period.
Moreover, for the remote properties, the proportion of idiosyncratic variance is extraordinarily high,
ranging from close to 100% in the start to the lowest share, being around 70%. Also, when looking
back at Figure 19, it is evident that the total housing variance is positively correlated with the
proportion of idiosyncratic variance to total variance, implying that the idiosyncratic risk drives
the primary driver of the riskiness of the property. One might ask what is driving this substantial
difference across subgroups. We argued in Section 6 that the impact of liquidity on the idiosyncratic
variance was small but present. Accordingly, we proceed to the next section and test if we can confirm
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Figure 19. These charts plots the conditional total volatility by holding period for each subgroup,
where each series differs in the underlying assumptions on return distribution. The black lines,
[complex, complex] incorporates the complex dependency structure for both the systematic and the
idiosyncratic returns for each subgroup. The green lines, [iid, complex] assumes that the systematic
return is iid, while the idiosyncratic returns incorporates the complex dependency structure for each
subgroup. The grey, dotted lines assumes that both the systematic and the idiosyncratic returns are
iid.

the result on a subgroup level.
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Figure 20. These charts plots for each subgroup, the share of conditional idiosyncratic variance to the
total variance by holding period, where each series differs in the underlying assumptions on return
distribution. The black lines, [complex, complex] incorporates the complex dependency structure
for both the systematic and the idiosyncratic returns. The green lines, [iid, complex] assumes that
the systematic return is iid, while the idiosyncratic returns incorporates the complex dependency
structure. The gray, dotted lines assumes that both the systematic and the idiosyncratic returns are
iid.
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7.4. Subgroup Implications of Market Liquidity

Following the procedure from Section 6, we initiate by running regression 46 on the data each separate
subgroup, but omitting the subgroup-specific variables such as metropolitan dummy and apartment
dummy (for obvious perfect colinearity reasons). The results for every subgroup is presented in
column (3) of the Tables 19, 20, 21, and 22, all available in the Appendix for the interested reader.

The first conclusion from these regressions is that the liquidity proxy of time to sale, Sit, is
positively related to the idiosyncratic variance and statistically significant at the 1% level for the
Remote houses, and marginally statistically significant for the Metropolitan houses (t-value for 1.74).
In contrast, for the apartments (both remote and metropolitan) time to sale does not seem to be
statistically associated with increased idiosyncratic risk. This discrepancy is most likely driven by
the fact that there is little variation in time to sale within the apartment subgroups (the sample
standard deviation of time to sale is on average 85 days for apartments, and 126 for houses14) in
combination with the fact that we are searching for an effect that expected to be relatively small
(referring to the discussion of diminishing marginal benefit in variance reduction when increasing the
sample size of potential buyers).

To visualise the implications of market liquidity on the idiosyncratic volatility term structure,
we split each subgroup into groups based on whether the property transaction had above or below
average time to sale. This is plotted in Figure 21.
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Figure 21. These charts plots the conditional idiosyncratic volatility by holding period for each
subgroup. In each subgroup, the underlying data is split into two groups: one defined as high liquidity,
representing properties with a time to sale below the mean Sit < S̄. The other group named low
liquidity, defined as the properties with a time to sale above or equal the mean Sit >= S̄. Kernel
regressions then used to estimate the term structures of each series.

Overall the results are in line with our findings in the national case, that liquidity only explains a
tiny fraction of the total idiosyncratic variance, leaving almost all of idiosyncratic variance unexplained.
Albeit a minor difference, in all subgroups, the high liquidity group provides a similar term structure

14See Table 10 in Appendix for descriptive statistics on time to sale.
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slope, but at a slightly lower risk level. Furthermore, the liquidity impact is more apparent for houses
than apartments, in line with the regression results. In any case, the majority of the idiosyncratic
risk seems to be driven by other factors than liquidity.

As a summary of Section 7, the main conclusions presented in the national case are also robust
on the subgroup level. Furthermore, the cross-sectional differences between subgroups have shed
light upon many interesting findings. For example, remote properties seem to be a lot riskier than
the metropolitan properties, driven by an increased proportion of idiosyncratic risk compared to
the houses. Differences in liquidity levels can not explain this difference of idiosyncratic risk. While
more research is needed to explain the observed differences of idiosyncratic risk, their implications
on Swedish households are still highly relevant and essential in estimating the total housing risk,
with or without an underlying explanation of why.
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8. Implications for Swedish Households

One unique characteristic of properties as an asset class is their financing side – most transactions
are highly levered. The arithmetic average of loan-to-value of property transactions in Sweden 2017,
were approximately 0.60 in the metropolitan areas and 0.63 for the rest, (Finansinspektionen, 2018).
A loan-to-value of 0.6 implies a leverage (debt-to-equity) of 1.5, which has significant effects on
the riskiness of housing as an investment (any miss-measurement of risk is amplified by a factor
of 1.5). Therefore, one immediate application for our findings is to investigate the financial impact
of inappropriate assumptions on the total housing return. We take the leverage into account by
looking at the potential variation in equity, Eτ , as holding period τ increases. Equity is defined
as being the spread between property value Pτ and outstanding debt Dτ0 at initiation, where Pτ0
is a subgroup-specific arithmetic average of housing prices in 2018. The model is calibrated using
the current loan-to-value of 0.6 in combination with the average price level of properties sold in
2018, in each subgroup respectively. From this, we calculate the implied average debt, Dτ0 , for each
subgroup, which we leave fixed over the holding periods. Finally, in this simulation, we assume that
the expected return on the properties is all equal to zero. This is because it does not affect the impact
of the equity spread and because predicting housing return is a completely different discussion and
outside the scope of this paper.

Next, we decide on the number of standard deviations away from the mean to consider the total
housing return. We proceed with evaluating the property price subject to one standard deviation
movement up or down, i.e. a super likely scenario. If the returns follow a normal distribution,
then there would be a 32% chance of being outside the intervals that we will examine below. In
fact, considering that both systematic returns and idiosyncratic shocks both are, to varying degree,
leptokurtic, it is even more plausible to be outside this interval.

The resulting equity interval in any holding period τ can then be calculated as:

Eτ =

Pτ0 exp(σ̂τ )−Dτ0

Pτ0 exp(−σ̂τ )−Dτ0

(47)

Where σ̂τ is the estimated conditional volatility of the total housing return.
Now, to contrast the various assumptions, we apply eq. 47 to different conditional volatility

estimates. The first series is our proposed [complex, complex], taking into account the dependency
structure for both the systematic and the idiosyncratic component. The second one is [iid, complex]

as defined from Giacoletti (2017), taking into account the idiosyncratic dependence structure, while
assuming that the systematic return is iid and scales with the

√
τ . Throughout this paper, we have

stressed the importance of the correct assumptions on the dependence structure for the housing
return, but in reality, even an estimate of the idiosyncratic risk component is not accessible. Therefore,
as the third comparison, we approximate the total housing risk as the risk of the systematic return
only (ignoring the idiosyncratic component), and assuming that it is iid.

Figure 22 presents the result by subgroup. From this, we get two important insights. Firstly, look
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at the huge variation in equity even for a one month holding period. This variation is driven by the
idiosyncratic risk being in the form of a shock, in combination with the substantial leverage on the
financing side. For example, looking at apartments remote, we can conclude that a one standard
deviation of total housing return down, eats up a large portion of the equity, and if we extrapolate,
a two standard deviation downturn in total housing return would imply a negative equity. Luckily
for Sweden’s financial health, this is driven by the idiosyncratic risk (as seen in previous Figure 20,
depicting the fraction of idiosyncratic variance to total variance by holding period), which is not
spatial correlated across the country and idiosyncratic by nature. However, this is very relevant for
the risk profile of housing returns.

Secondly, the [complex, complex] series show that the variation of equity is more or less stable
over the 120 months term structure, telling a different story than Giacoletti (2017), whose assumption
of iid systematic returns results in a widening spread in the long run. The conclusions from this are
that the degree of the inappropriateness of an assumption is dependent on the holding period, i.e.
the horizon of which you plan to hold the investment. In the short-term, the most critical factor is
to model the idiosyncratic risk correctly, in the form of a large shock. In the long-term, it is essential
to add the layer of systematic risk correctly, taking into account the autocorrelation structure. Any
deviations from the above will result in a severely inaccurate risk picture, also underestimating the
riskiness of the real estate equity for Swedish households.
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Figure 22. These charts presents, for each subgroup, the resulting equity interval based on a ±1
standard deviation movement in the total housing return according to eq. 47. The three different
series in each chart only differ in the selected conditional volatility term structure. The black solid
line, [complex, complex], uses the conditional volatility that incorporates the complex dependency
structure of both the systematic and the idiosyncratic returns. The green solid line, [iid, complex],
uses the conditional volatility that assumes the systematic return to be iid but incorporates the
complex dependency structure for the idiosyncratic return. The blue dashed line, [iid,NA], completely
ignores idiosyncratic risks and only uses the conditional volatility of the systematic return, assuming
iid.

53



9. Conclusions

This study makes five significant points about the nature of the term structure of housing risk,
relying on a unique dataset provided by Svensk Mäklarstatistik AB containing over 1,400,000 real
estate transactions on the Swedish housing market between 2005 and 2018.

First, we can refute the idea of real estate return being iid, which would imply that the variance of
the real estate return scales linearly with the holding period. We find that this is not the case. Instead,
we show that by assuming iid, one severely underestimates the total variance in the short-term,
driven by the shock-nature of idiosyncratic returns, realised at the transaction date. Second, we
confirm earlier research by showing that the idiosyncratic component predominantly drives the
variance over the short-term. Third, by assuming iid one severely overestimates the variance in the
long-term, an effect first appearing when one accounts for the underlying autocorrelation of the
systematic return. Fourth, the amount of idiosyncratic variance is always larger than the systematic
variance, regardless the holding period, and the proportion of idiosyncratic variance is especially
large in the short-term and long-term. In contrast to Giacoletti (2017), we find that the importance
of idiosyncratic variance does not diminish over the examined holding period interval (10 years).
In fact, it recoils and moves back upwards again, taking the shape of a smile as the higher order
autocorrelation embedded in the systematic return series kicks in. Even after ten years, we find that
75% of the total variation in housing returns will be attributable to the idiosyncratic component.

We also show that the effect liquidity has on the idiosyncratic variance exists but is small, leaving
almost all of the variation unexplained. Our results are robust both on a nation-wide level and when
allowing for market segmentation. Specifically, the same insights emerge across housing categories
and geographical areas. Moreover, we note cross-sectional variation in the levels of both idiosyncratic
and systematic risk between market segments. It appears as remote houses and remote apartments
are subject to a lot higher total risk compared to metropolitan properties, a discrepancy driven by a
higher level of idiosyncratic risk in the remote area.

Lastly, our insights shed light on the importance of modelling the dependence structure of total
housing return correctly. In a simple, but powerful, simulation we show that only relying on a
market index to capture the risk profile of property returns severely underestimates the riskiness of
the homeowner’s equity in the short-term – an effect magnified by leverage. Given the substantial
proportion of total wealth invested in real estate, an underestimation of risk transmits directly into
the riskiness of the total wealth of a household. A two standard deviation total return movement
down for remote apartments implies a negative equity (i.e. a house value lower than the outstanding
debt). Thankfully, the variance is mostly driven by idiosyncratic shocks, which are not spatial
correlated. These findings highlight, however, the potential gains in risk reduction that could be
made by reducing the idiosyncratic risk in the property market, something that by nature can be
diversified away for a large enough player.

Surprisingly little research exists on this subject, and we see plenty of further exploration to be
made. One promising study would be to decompose and explain the idiosyncratic variance further,
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considering its importance in total housing risk. Exploring questions such as why remote properties
are so much riskier than metropolitan properties would also be very interesting. It is plausible that
cross-sectional variation in population growth, job security, crime rate, educational level, municipal
economy, etc. are a potential explanation for the observed difference in total housing risk – factors
that are not necessarily related to liquidity.

55



References

Bailey, M. J., Muth, R. F., Nourse, H. O., 1963. A regression method for real estate price index
construction. Journal of the American Statistical Association 58, 933–942.

Berg, L., 2002. Prices on the second-hand market for swedish family houses: correlation, causation
and determinants. International Journal of Housing Policy 2, 1–24.

Calhoun, C. A., 1996. Ofheo house price indexes: Hpi technical description .

Calvet, L. E., Sodini, P., 2014. Twin picks: Disentangling the determinants of risk-taking in household
portfolios. The Journal of Finance 69, 867–906.

Cao, C., Simin, T., Zhao, J., 2006. Can growth options explain the trend in idiosyncratic risk? The
Review of Financial Studies 21, 2599–2633.

Case, K. E., Shiller, R. J., 1987. Prices of single family homes since 1970: New indexes for four cities.

Englund, P., Hwang, M., Quigley, J. M., 2002. Hedging housing risk. The Journal of Real Estate
Finance and Economics 24, 167–200.

Englund, P., Ioannides, Y. M., 1997. House price dynamics: an international empirical perspective.
Journal of Housing Economics 6, 119–136.

Finansinspektionen, 2018.

Giacoletti, M., 2017. Idiosyncratic risk in housing markets .

Jarque, C. M., Bera, A. K., 1987. A test for normality of observations and regression residuals.
International Statistical Review/Revue Internationale de Statistique pp. 163–172.

Jiang, L., Phillips, P. C., Yu, J., 2015. New methodology for constructing real estate price indices
applied to the singapore residential market. Journal of Banking & Finance 61, S121–S131.

Kaplan, S. N., Schoar, A., 2005. Private equity performance: Returns, persistence, and capital flows.
The Journal of Finance 60, 1791–1823.

Kat, H. M., Brooks, C., 2001. The statistical properties of hedge fund index returns and their
implications for investors .

Kim, D.-s., 1999. A standardization technique to reduce the problem of multicollinearity in polynomial
regression analysis .

Li, P., Tu, Y., 2011. Issues and results in housing price indices: A literature survey .

Ljung, G. M., Box, G. E., 1978. On a measure of lack of fit in time series models. Biometrika 65,
297–303.

56



Lo, A. W., 2002. The statistics of sharpe ratios. Financial analysts journal 58, 36–52.

Malkiel, B. G., 2003. The efficient market hypothesis and its critics. Journal of economic perspectives
17, 59–82.

Moran, P. A., 1950. Notes on continuous stochastic phenomena. Biometrika 37, 17–23.

Nagaraja, C. H., Brown, L. D., Wachter, S. M., 2010. House price index methodology .

Newey, W. K., West, K. D., 1986. A simple, positive semi-definite, heteroskedasticity and autocorre-
lationconsistent covariance matrix.

Piazzesi, M., Schneider, M., 2009. Momentum traders in the housing market: survey evidence and a
search model. American Economic Review 99, 406–11.

Piazzesi, M., Schneider, M., Stroebel, J., 2015. Segmented housing search. Tech. rep., National Bureau
of Economic Research.

Quigley, J. M., 1995. A simple hybrid model for estimating real estate price indexes. Journal of
Housing Economics 4, 1–12.

Sagi, J. S., 2015. Asset-level risk and return in real estate investments. Browser Download This
Paper .

Shen, H., Brown, L. D., Zhi, H., 2006. Efficient estimation of log-normal means with application to
pharmacokinetic data. Statistics in medicine 25, 3023–3038.

Silverman, B. W., 2018. Density estimation for statistics and data analysis. Routledge.

Song, H.-S., Wilhelmsson, M., 2010. Improved price index for condominiums. Journal of Property
Research 27, 39–60.

Stephens, W., Li, Y., Lekkas, V., Abraham, J., Calhoun, C., Kimner, T., 1995. Conventional mortgage
home price index. Journal of Housing Research pp. 389–418.

Wallace, N. E., Meese, R. A., 1997. The construction of residential housing price indices: a comparison
of repeat-sales, hedonic-regression, and hybrid approaches. The Journal of Real Estate Finance
and Economics 14, 51–73.

Watson, G. S., 1964. Smooth regression analysis. Sankhyā: The Indian Journal of Statistics, Series A
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Appendix

Table 15: Index revisions are tracked for index estimate B̂τ over time for all τ between January 2005
to December 2012. MSE is based on the difference between the original coefficients and the revised
coefficients for 1M, 6M, 1Y, 3Y, and 5Y of additional data respectively.

Metropolitan Houses

1M 6M 1Y 3Y 5Y

CS 0.031 0.0238 0.0669 0.6211 0.1122
BMN 0.0309 0.0579 0.0984 0.633 0.1354
Hedonic 0.0002 0.0047 0 0.0393 0.0242
Hedonic (Comp.) 0.0016 0.0029 0.0001 0.0278 0.1225
OFHEO 0.0253 0.0001 0.0343 0.526 0.1198

Remote Houses

CS 0.0028 0.3553 1.5582 0.6151 5.5666
BMN 0.0016 0.3594 1.8481 0.7208 6.2087
Hedonic 0.0006 0.0074 0.0004 0.0534 0.3527
Hedonic (Comp.) 0.0027 0.0005 0.0068 0.1044 0.1869
OFHEO 0.0029 0.4037 1.3683 0.7042 5.9335

Metropolitan Apartments

CS 0.0002 0.0959 0.055 0.1514 0.1388
BMN 0.0002 0.1421 0.1576 0.4226 0.3777
Hedonic 0.0001 0.0003 0.0027 0.0081 0.011
Hedonic (Comp.) 0.0001 0.0002 0.0012 0.0151 0.0848
OFHEO 0.0001 0.0977 0.0269 0.1698 0.1997

Remote Apartments

CS 0.0608 0.1845 0.0498 0.0139 2.7355
BMN 0.0614 0.5193 0.0558 0.0278 7.4988
Hedonic 0.0033 0.0128 0.0188 0.0049 0.3839
Hedonic (Comp.) 0.0429 0.1244 0.0584 0.2934 0.0247
OFHEO 0.0542 0.1273 0.0614 0.0003 2.6866
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Table 17: This table presents the OLS regression output from eq. 34 estimated on the national
level, where the dependent variable is the scaled log local market equivalent l̃meit from eq. 33. The
presented t-stats are based on standard errors clustered on year-quarter combinations and postal
code.

l̃meit

Log Living Area 0.0250∗∗∗

[28.0837]
Log Number of Rooms 0.0111∗∗∗

[20.7244]
POST-1940/PRE-1960 −0.0026∗∗∗

[−5.8156]
POST-1960/PRE-1976 −0.0027∗∗∗

[−5.7633]
POST-1976/PRE-1991 −0.0041∗∗∗

[−7.5371]
POST-1991 −0.0025∗∗∗

[−4.4923]
PRE-1900 0.0019∗

[1.9491]
House 0.0278∗∗∗

[42.9327]
Log Previous Contract Price −0.0590∗∗∗

[−43.3459]
New Production 0.0033

[1.1763]
13:24M −0.0153∗∗∗

[−15.1128]
25:36M −0.0173∗∗∗

[−18.8693]
37:60M −0.0179∗∗∗

[−20.4346]
60+M −0.0176∗∗∗

[−20.4423]
City −0.0048

[−0.7030]

Observations 162,825
R2 0.3632

Notes: ∗∗∗Significant at the 1 percent level.
∗∗Significant at the 5 percent level.
∗Significant at the 10 percent level.
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Table 18: This table presents the OLS regression output from eq. 34 estimated on subgroup level,
where the dependent variable is the scaled log local market equivalent l̃meit from eq. 33 of respective
subgroup. The presented t-stats are based on standard errors clustered on year-quarter combinations
and postal code.

Metropolitan
Houses

Remote Houses Metropolitan
Apartments

Remote
Apartments

Log Living Area 0.0257∗∗∗ 0.0247∗∗∗ 0.0383∗∗∗ 0.0340∗∗∗

[21.3218] [22.7300] [26.6458] [11.4090]
Log Number of Rooms 0.0111∗∗∗ 0.0067∗∗∗ 0.0112∗∗∗ 0.0157∗∗∗

[9.9863] [5.9598] [14.9355] [8.5818]
POST-1940/PRE-1960 −0.0023∗∗ −0.0013∗∗ −0.0028∗∗∗ −0.0021∗

[−2.1645] [−2.1261] [−2.9424] [−1.6554]
POST-1960/PRE-1976 −0.0088∗∗∗ 0.0000 −0.0022∗∗ 0.0009

[−10.1724] [0.0177] [−2.0043] [0.5751]
POST-1976/PRE-1991 −0.0087∗∗∗ −0.0022∗∗∗ −0.0032∗∗∗ −0.0024

[−8.7995] [−3.1068] [−3.1235] [−1.5546]
POST-1991 −0.0048∗∗∗ 0.0020∗∗ −0.0023∗∗ −0.0028

[−4.7263] [2.1864] [−2.3565] [−1.4692]
PRE-1900 −0.0005 0.0027 0.0026∗∗ −0.0017

[−0.2239] [1.3100] [2.4158] [−0.5878]
Log Previous Contract Price −0.0660∗∗∗ −0.0547∗∗∗ −0.0769∗∗∗ −0.0735∗∗∗

[−42.1074] [−45.8265] [−39.4136] [−31.1495]
New Production −0.0020 −0.0015 0.0073∗∗∗ −0.0023

[−0.2473] [−0.2196] [2.9339] [−0.5222]
13:24M −0.0015 −0.0015 −0.0203∗∗∗ −0.0190∗∗∗

[−0.9013] [−0.8208] [−21.7482] [−9.0504]
25:36M −0.0037∗∗ −0.0036∗∗ −0.0226∗∗∗ −0.0214∗∗∗

[−2.4501] [−2.0758] [−27.6504] [−10.7542]
37:60M −0.0050∗∗∗ −0.0060∗∗∗ −0.0219∗∗∗ −0.0223∗∗∗

[−3.1720] [−3.4882] [−23.8553] [−11.7000]
60+M −0.0061∗∗∗ −0.0073∗∗∗ −0.0202∗∗∗ −0.0201∗∗∗

[−3.9166] [−4.0150] [−17.7898] [−10.0585]

Observations 27,637 46,858 55,322 32,526
R2 0.3302 0.3404 0.3880 0.4232

Notes: ∗∗∗Significant at the 1 percent level.
∗∗Significant at the 5 percent level.
∗Significant at the 10 percent level.
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Table 19: Metropolitan houses. Coloumn 1: Regression output from eq. 37; Column 2: Regression
output from eq. 38; Column 3: Regression output from eq. 46. All numeric variables are standardised
by subtracting the sample mean and dividing by sample standard deviation, (Kim, 1999). The
dependent variable in all regressions is the squared residuals of eq. 34. All t-stats are based on
standard errors that are clustered on year-quarter, and postal code.

(1) (2) (3)

Holding Period −0.0113 −0.1138 −0.3901∗∗∗
[−0.0524] [−0.5332] [−17.8360]

Holding Period Squared 0.1646∗∗∗ 0.1801∗∗∗

[9.8948] [11.3795]

Time to Sale 0.0060∗

[1.7411]

Log Living Area 0.0643∗∗∗ 0.0614∗∗∗ 0.0451∗∗∗

[4.1210] [4.1602] [2.9526]

Log Number of Rooms 0.0523∗∗∗ 0.0491∗∗∗ 0.0440∗∗∗

[5.0922] [4.7980] [3.9492]

New Production 0.2902 0.2530 0.2950
[0.7917] [0.6916] [0.7825]

previous_contract_price.log −0.3070∗∗∗ −0.2982∗∗∗ −0.2519∗∗∗
[−9.3688] [−9.3770] [−8.4996]

POST-1940/PRE-1960 −0.0892∗∗ −0.0898∗∗ −0.0836∗
[−2.0423] [−2.1218] [−1.9534]

POST-1960/PRE-1976 −0.1636∗∗∗ −0.1587∗∗∗ −0.1453∗∗∗
[−4.2952] [−4.4415] [−4.2372]

POST-1976/PRE-1991 −0.1934∗∗∗ −0.1869∗∗∗ −0.1811∗∗∗
[−5.4913] [−5.4672] [−5.5515]

POST-1991 −0.1636∗∗∗ −0.1493∗∗∗ −0.1582∗∗∗
[−4.4544] [−4.2620] [−4.4245]

PRE-1900 −0.1873∗∗∗ −0.2023∗∗∗ −0.2170∗∗∗
[−2.6166] [−2.9240] [−3.1308]

Observations 27,637 27,637 27,637
R2 0.1542 0.1827 0.1677

Notes: ∗∗∗Significant at the 1 percent level.
∗∗Significant at the 5 percent level.
∗Significant at the 10 percent level.
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Table 20: Remote Houses. Coloumn 1: Regression output from eq. 37; Column 2: Regression
output from eq. 38; Column 3: Regression output from eq. 46 for remote houses. All numeric variables
are standardised by subtracting the sample mean and dividing by sample standard deviation, (Kim,
1999). The dependent variable in all regressions is the squared residuals of eq. 34. All t-stats are
based on standard errors that are clustered on year-quarter, and postal code.

Column 1 Column 2 (3)

Holding Period −0.4170∗∗∗ −0.4941∗∗∗ −0.3316∗∗∗
[−3.2860] [−3.9201] [−17.5958]

Holding Period Squared 0.1360∗∗∗ 0.1537∗∗∗

[11.5050] [12.7844]

Time to Sale 0.0138∗∗∗

[4.0932]

Log Living Area 0.0766∗∗∗ 0.0726∗∗∗ 0.0664∗∗∗

[10.1163] [9.9035] [9.5741]

Log Number of Rooms 0.0173∗ 0.0173∗ 0.0161
[1.7239] [1.7245] [1.6381]

New Production 0.1006 −0.0041 −0.0198
[0.5263] [−0.0213] [−0.0988]

Log Previous Contract Price −0.3153∗∗∗ −0.3076∗∗∗ −0.2870∗∗∗
[−13.8474] [−14.0190] [−13.8436]

POST-1940/PRE-1960 −0.0467∗∗∗ −0.0420∗∗∗ −0.0441∗∗∗
[−3.0273] [−2.6404] [−2.8011]

POST-1960/PRE-1976 −0.0452∗∗ −0.0436∗∗ −0.0477∗∗
[−2.3218] [−2.2443] [−2.2727]

POST-1976/PRE-1991 −0.0726∗∗∗ −0.0706∗∗∗ −0.0780∗∗∗
[−4.4894] [−4.2366] [−4.5807]

POST-1991 −0.0311 −0.0310 −0.0476∗
[−1.1843] [−1.1483] [−1.7214]

PRE-1900 0.0133 0.0070 −0.0067
[0.3590] [0.1871] [−0.1738]

Observations 46,858 46,858 46,858
R2 0.1675 0.1846 0.1743

Notes: ∗∗∗Significant at the 1 percent level.
∗∗Significant at the 5 percent level.
∗Significant at the 10 percent level.
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Table 21: Metropolitan Apartments. Coloumn 1: Regression output from eq. 37; Column 2:
Regression output from eq. 38; Column 3: Regression output from eq. 46 for metropolitan apartments.
All numeric variables are standardised by subtracting the sample mean and dividing by sample
standard deviation, (Kim, 1999). The dependent variable in all regressions is the squared residuals of
eq. 34. All t-stats are based on standard errors that are clustered on year-quarter, and postal code.

(1) (2) (3)

Holding Period −0.1437 −0.2678∗∗ −0.4556∗∗∗
[−1.0617] [−2.0608] [−21.3825]

Holding Period Squared 0.1546∗∗∗ 0.1605∗∗∗

[10.6147] [11.2422]

Time to Sale 0.0000
[0.0039]

Log Living Area 0.1550∗∗∗ 0.1465∗∗∗ 0.1231∗∗∗

[7.6865] [7.7283] [6.7988]

Log Number of Rooms 0.0472∗∗∗ 0.0407∗∗∗ 0.0379∗∗∗

[4.1629] [3.6202] [3.3120]

New Production 0.0384 −0.0408 −0.0281
[0.5477] [−0.5981] [−0.4106]

Log Previous Contract Price −0.3712∗∗∗ −0.3427∗∗∗ −0.2871∗∗∗
[−10.4112] [−10.1956] [−10.7287]

POST-1940/PRE-1960 −0.0396∗ −0.0447∗ −0.0394
[−1.6790] [−1.8673] [−1.6330]

POST-1960/PRE-1976 −0.0129 −0.0231 −0.0134
[−0.4383] [−0.8079] [−0.4802]

POST-1976/PRE-1991 −0.0177 −0.0177 −0.0066
[−0.5370] [−0.5372] [−0.1920]

POST-1991 −0.0155 −0.0237 −0.0236
[−0.4740] [−0.7249] [−0.7112]

PRE-1900 −0.0033 −0.0024 −0.0068
[−0.0626] [−0.0475] [−0.1327]

Observations 55,322 55,322 55,322
R2 0.1218 0.1533 0.1476

Notes: ∗∗∗Significant at the 1 percent level.
∗∗Significant at the 5 percent level.
∗Significant at the 10 percent level.
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Table 22: Remote Apartments. Coloumn 1: Regression output from eq. 37; Column 2: Regression
output from eq. 38; Column 3: Regression output from eq. 46 for remote apartments. All numeric
variables are standardised by subtracting the sample mean and dividing by sample standard deviation,
(Kim, 1999). The dependent variable in all regressions is the squared residuals of eq. 34. All t-stats
are based on standard errors that are clustered on year-quarter, and postal code.

(1) (2) (3)

Holding Period −0.4262∗∗∗ −0.5454∗∗∗ −0.4275∗∗∗
[−2.7461] [−3.4175] [−16.6640]

Holding Period Squared 0.1275∗∗∗ 0.1348∗∗∗

[9.4926] [10.6090]

Time to Sale 0.0047
[1.6102]

Log Living Area 0.0770∗∗∗ 0.0739∗∗∗ 0.0706∗∗∗

[3.6554] [3.5796] [3.2920]

Log Number of Rooms 0.0689∗∗∗ 0.0642∗∗∗ 0.0615∗∗∗

[3.8204] [3.7461] [3.4542]

New Production −0.2247∗∗ −0.3299∗∗∗ −0.2610∗∗∗
[−2.2489] [−3.4600] [−3.0854]

Log Previous Contract Price −0.3241∗∗∗ −0.3028∗∗∗ −0.2872∗∗∗
[−10.1640] [−9.9252] [−9.6823]

POST-1940/PRE-1960 −0.0577∗∗∗ −0.0464∗∗∗ −0.0474∗∗
[−3.2002] [−2.5807] [−2.5202]

POST-1960/PRE-1976 0.0185 0.0256 0.0246
[0.5266] [0.7397] [0.7271]

POST-1976/PRE-1991 −0.0162 −0.0156 −0.0118
[−0.5244] [−0.5096] [−0.3799]

POST-1991 −0.0541∗ −0.0518∗ −0.0490∗
[−1.9228] [−1.8254] [−1.7751]

PRE-1900 −0.0076 −0.0010 0.0024
[−0.1655] [−0.0222] [0.0526]

Observations 32,526 32,526 32,526
R2 0.1753 0.1969 0.1896

Notes: ∗∗∗Significant at the 1 percent level.
∗∗Significant at the 5 percent level.
∗Significant at the 10 percent level.
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