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1 Introduction

One of the claimed benefits of intermittent renewable energy such as wind and solar power is the

possibility that the low marginal cost of such technologies may lower the price of electricity, an effect

called the merit order effect in the literature. However, economic theory suggests that the potential

benefits to consumers may be diminished due to the specific market structure of electricity markets.

Specifically, firms with diversified generation portfolios consisting of both renewable and conventional

technologies will have higher incentives to exercise market power by withholding expensive production

to push up market prices, relative to non-diversified fringe firms that only supply renewable power at

one constant marginal cost. Because wholesale electricity markets are generally characterized by a few

dominant and diversified firms, this is likely to be a problem. This is formalized by Acemoglu, Kakhbod,

and Ozdaglar (2017) in a symmetric Cournot representation of an electricity market.

Strategic withholding has important welfare implications since it leads to inefficient allocation on a

market and thus reduces welfare. In addition, the higher prices lead to wealth transfers from consumers

to firms, with distributional effects as a consequence. As the share of renewable energy increases, backed

by a wide range of support policies, these issues will grow in importance for policymakers.

This thesis studies if the ownership of renewable power generation matters for market outcomes

(market prices and quantities of hydro power and short-term controllable thermal power) in the Swedish

wholesale electricity market. Furthermore, potential additional effects of congestion on the relationship

between ownership and market outcomes are studied.

The effect of ownership of renewable energy on market outcomes, as proposed by Acemoglu et al.

(2017), has been supported empirically by Genc and Reynolds (2019) and Butner (2019). However, both

these studies focus on electricity markets in North America. These markets differ fundamentally from

the Swedish electricity market both in terms of market design and generation technology mix. Thus,

our first major contribution is that we test the effect of ownership in a market outside North America.

Furthermore, neither the theoretical work nor the empirical studies done in this area have included

grid congestion in the analysis. A rich literature documents the possible anti-competitive effects of

congestion. Based on this, we incorporate congestion in the theoretical framework of Acemoglu et al.

(2017), and test for potential interaction effects with ownership. This is our second major contribution.

With no access to firm level production data, we use a novel approach to estimate wind production

on a firm level. We match detailed data on ownership and location of Swedish wind power plants with

data on historical wind speeds at a granular geographical level to compute the share of total generated

wind power that is provided by large, diversified firms - delta. To our knowledge, neither this approach,

nor any of the data has been used in this setting before. We thus also contribute to the literature on

how to test for market power in electricity markets without access to firm level data.

Because firms’ investment decisions regarding the number and localization of plants are fixed in the

short run, the variation in our delta variable stems from spatial and temporal variation in wind speeds,

making the variable highly exogenous. Under relatively weak identifying assumptions, this allows us

to estimate causal effects of wind power and delta on market outcomes. We extend the analysis by

investigating potential interaction effects of delta and transmission constraints in the electricity grid.

1



To address potential endogeneity of such congestion we employ instrumental variables (IV) methods

and a switching regressions framework for endogenously shifting congestion states. By instrumenting

for congestion with planned outages on transmission lines, we estimate the marginal increase in the

delta effect in areas that are import constrained.

The results confirm the existence of the merit order effect in the Swedish market: prices decrease

following increases in the amount of wind power produced in the market. We also find strong evidence

of a counteraction effect by delta: for a given level of wind power supplied in the market, prices are

increasing in delta. The results for the effect of congestion are suggestive, but inconclusive. While it is

clear that congestion matters for how firms withhold generation following changes in delta, we cannot

generalize any effect across different transmission links and generation technologies.

The rest of this thesis will be organized as follows. In Section 2, we describe the design of power

markets, and discuss the impact of variable renewable energy generation and potential for market power

in electricity markets. In Section 3 we provide a review of the relevant literature and in Section 4 we

explain the theoretical framework of Acemoglu et al. (2017), and adapt it to our setting. Section 5

contains our empirical strategy and describes our data, and Section 6 presents our results. We discuss

our results and their validity in Section 7 and conclude in Section 8.

2 Background

Unlike most markets, electricity markets have not emerged from previously less centralized marketplaces.

Because electrical power has been viewed as an essential service in society and because of the specific

technical properties of the allocation of electricity, power markets have generally been carefully designed

by regulators. Originally, the provision of electricity was not organized through markets with several

vertically differentiated and competing actors, but was handled in each region by one monopoly utility.

The utility would alone provide generation, transmission and distribution to households and business

under a rate-of-return regulation, by which an authority would grant the utility prices to adequately

recover its operational and investment costs. With the aim of increasing efficiency, electricity market

deregulation began in the 1990s, vertically separating the provision of transmission from the wholesale

and retail markets, and introducing competition in the two latter (Cramton, 2017).

The rest of this section provides an overview of the structure of deregulated electricity markets, with

a special focus on the Swedish market, as well as an introduction to the market implications of variable

renewable electricity and to market power in electricity markets.

2.1 The Swedish electricity market

As this paper focuses on the Swedish electricity market, we will here present the design of the Nordic

market, of which the Swedish market is a part. In many ways, the Nordic market design is representa-

tive of the standardized design of liberalized electricity markets throughout the world, but important

differences exist, reflecting both differences in local market settings, as well as political reasons.1

1See chapter 3 of Biggar and Hesamzadeh (2014) for a discussion of the key differences.
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Following Norwegian electricity market liberalization in 1991, the Swedish deregulation started in

1996 by introducing competition in the generation and distribution of electricity. Transmission and

access to the networks remained a monopoly under the Swedish authority Svenska Kraftnät.

Following the deregulations, significant consolidation took place in the Swedish and Norwegian

markets. Between 1989 and 1996, the number of local electricity distributors declined from 290 to 250,

mainly driven by forward integration of large generation companies. To address the increasing market

concentration, the Swedish and Norwegian markets were integrated, thereby reducing market shares of

firms. This was implemented by creating the common electricity exchange Nord Pool, which was set

up in 1996 (The Swedish Competition Authority, 1996). In 1998, Finland joined and in 2000 Denmark

joined, resulting in the Nordic market becoming fully integrated. From 2010 to 2013, Estonia, Latvia

and Lithuania joined Nord Pool, becoming fully integrated with the Nordic markets (Nord Pool, n.d.a).2

The overall structure of the Nordic electricity market is illustrated in Figure 1. The market consists

of a wholesale market and a retail market. In the wholesale market, generating firms compete in

generating electricity and selling it to retailers and large end consumers (for instance firms in electricity-

heavy manufacturing industries). In the retail market, retailing firms compete in procuring electricity at

the wholesale market and selling it to end consumers (households and businesses). Vertically integrated

firms may act both as producers and retailers and some firms may procure electricity on the wholesale

market only to sell it again on the same market.

Figure 1: A stylized overview of the Nordic electricity market.

The high-voltage grid connects generation plants with retailers, and the low-voltage grid connects

retailers with end customers. The high-voltage grid is owned and managed by the transmission system

operator (TSO), a non-commercial actor that is usually state-owned. The low-voltage grids are owned

2Nord Pool offers various exchange services in several other European countries, including Germany and the UK, but
these markets are not fully integrated with the Nordic-Baltic region.
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and managed by local non-commercial grid operators. The TSO is also responsible for the security of

supply in a country and thus also rules and controls the electricity system in that country. In Sweden,

the TSO is Svenska Kraftnät (Nord Pool, n.d.b).

The majority of the wholesale trading takes place over a centralized electricity exchange, much like

a stock market exchange. In the Nordics, the electricity exchange is Nord Pool, covering Denmark,

Finland, Sweden, Norway, Estonia and Lithuania. Actors may also engage in bilateral trading by

which contracts are signed for delivery of electricity outside of the Nord Pool market. In the Nordics,

electricity traded over the Nord Pool exchange constitute 77% of total consumed electricity (Tanger̊as

and Mauritzen, 2014).

2.1.1 The day-ahead market

The day-ahead electricity market is organized as Walrasian auctions: Market participants in advance

submit bids in the electricity exchange’s day-ahead market (Nord Pool Spot in the Nordics) specifying

how much electricity they are willing to sell/purchase for a range of prices for each hour of delivery

for the following day, yielding individual supply and demand curves of electricity for each hour. Nord

Pool aggregates all submissions and creates a non-decreasing aggregate supply curve (so that cheaper

supply bids always come before more expensive ones in the curve), and intersects this curve with the

aggregate demand curve, resulting in the market price - the so called system price (Nord Pool, n.d.b).

Through the electricity exchange, actual deliveries between pairs of producing and procuring actors

are not pinned down. Electricity is a completely homogeneous good and it is not possible to single out

any specific electricity that is running through the grid. Instead, the system price together with the

individual actors’ posted bid curves pin down each individual actor’s assigned insertion or extraction

from the grid for the concerned next-day period (Nord Pool, n.d.b). The day-ahead market constitutes

the vast majority of all electricity traded on Nord Pool. In 2017, the Nordic-Baltic day-ahead market

had a turnover of 394 terawatt hours (TWh), making up 98% of the volume of all electricity traded on

Nord Pool in the Nordics and Baltics (Nord Pool, 2018).

2.1.2 Congestion

In any grid, there are physical constraints on how much electricity can be transmitted at any one point

in time. This results in transmission bottlenecks at certain points in the grid, where particularly high

amounts of electricity is transmitted relative to the capacity of the transmission lines. When bottlenecks

arise, electricity cannot be delivered as agreed on in the day-ahead auction. To address this issue, the

grid is split according to bidding zones by the market operator.

Bidding zones are pre-determined local geographical markets whose borders are drawn first by na-

tional borders and thereafter based on the transmission bottlenecks in the grid. Each bid from a

commercial actor on the day-ahead market also indicates which bidding zone that the actor is demand-

ing or supplying electricity in. After the system price is determined, the volume of electricity to be

transmitted between different bidding zones is calculated. While a bidding zone may be entirely self-

sustaining, many zones will be exporting or importing electricity from another zones. This happens
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automatically because electricity flows freely in the grid, up to the transmission capacity constraint. If

then an electricity flow reaches the transmission constraint, the importing zone will be left with excess

demand, as more electricity is demanded than can flow into the market. Thus, the operator compares

the implied flows of electricity based on the system price, with the transmission capacity of the grid

between the zones. If a bottleneck is identified, the market area is split by the border between the

two concerned zones. The operator now allows the price to increase in the import constrained zone,

until local demand and supply have reached a new market equilibrium. Correspondingly, because of the

excess supply in the exporting zone, that zone’s price is allowed to decrease until the additional exports

stops, which happens when the importing zone is not import constrained any more. This splitting

process is repeated until there are no more bottlenecks in the Nordic grid, or until a maximum of fifteen

bidding zones is reached. These are shown in Figure 2.

Figure 2: The Nord Pool Nordic-Baltic market: Overview of the fifteen different bidding zones.
Source: Nord Pool (n.d.b).

2.1.3 Balance of the grid

It is the responsibility of the TSO to keep the grid electrically stable at a pre-set frequency. This

frequency is at 50 Hz and devices and appliances requiring electricity are designed to use electricity

at this frequency. If the frequency deviates too much from this level, devices take damage and in the

extreme case a complete black-out occurs. The frequency is determined by the relative insertion and

extraction of electricity in the grid. If insertion and extraction are balanced, the frequency stays at 50

Hz. If more electricity is inserted into the grid than is extracted, the frequency rises, and vice versa for

the case when more electricity is extracted than is inserted (Nord Pool, n.d.b).
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Because day-ahead bids are based on imperfect forecasts of production (for a supply-bidding pro-

ducer) and end consumer demand (for a demand-bidding retailer), commercial actors on the market

will frequently be unable to extract/insert electricity from the grid as assigned in the day-ahead market.

To keep the grid frequency balanced, each commercial actor is financially responsible to insert/extract

as much electricity as she was assigned, given her posted day-ahead bid curve and the system price.

This incentivizes each commercial actor to post bids that she can (and wants to) fulfill, thus helping

the grid to stay in balance at the level pinned down by the system price.

After the day-ahead market closes, there are two additional markets that aim to help the system

stay in balance - the intraday market and the balancing market. The intraday market uses continuous

trading and allows market actors to fulfill their commitments on the day-ahead market in the event of

unexpected changes in e.g. production capacity. The balancing market is used as a last resort to ensure

balance in the grid. For a more thorough description of these, consult Appendix A.

2.2 Renewable energy in electricity markets

Owing to technological development and concerns over climate change caused by CO2 emissions, re-

newable electricity generation in Europe has increased rapidly in the last decade. The total installed

capacity of wind and solar power in the European Union has increased from around 80 GW in 2008

to around 300 GW in 2018 (Wind Europe, 2018). Many governments actively support such expansion

through the use of both investment support and subsidies in the market place. In Sweden, there is

essentially no solar power, but the number of wind power plants has increased from a few hundred

in 2008 to over 3,000 in 2018, while the share of total production has gone from negligible to 11 %

(Energiföretagen, 2018).

Figure 3: The merit order curve.
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Beside the environmental effects of a higher renewable power penetration, its potential to reduce

electricity prices has been highlighted as a benefit (Acemoglu et al., 2017). This is because of the

different cost structure of renewable electricity generation, compared to conventional generation. As

there is no fuel cost in renewable generation, it is characterized by very low marginal costs. This

contrasts with conventional thermal sources like coal and gas that face much higher marginal costs.

As described in Section 2.1.1, when the market operator clears the day-ahead market, it aggregates

the submitted supply curves of all producers in the market. In most cases, it is undesirable for an

actor to bid below the marginal cost.3 In a perfectly competitive market, the aggregate supply curve in

effect reflects the marginal cost curve for the whole market. In this case, aggregate supply equals the

aggregate cost curve in the market. At low quantities, only low cost technologies such as renewable and

nuclear power are cleared. As the demand for production increases, increasingly expensive technologies

are dispatched. This is illustrated in Figure 3.

Figure 4: The merit order effect.

Besides the zero fuel cost of variable renewable energy sources (VRE), such as wind and solar power,

these generation technologies also face no opportunity costs of generation since wind or sunshine cannot

be stored for later generation. This translates into a marginal cost that is essentially zero. While hydro

power also has no fuel cost, its opportunity cost is generally above zero since many hydro power plants

store water in reservoirs and can choose when to produce by controlling the flow of water into the plant

turbines. Therefore, the marginal cost of hydro power is higher than that of solar and wind power. Next

comes nuclear power. After this, the aggregate supply curve is made up of conventional technologies

in order of increasing fuel costs. When there is an increase in the supply of renewable electricity, this

shifts the aggregate supply curve outwards. As can be seen in Figure 4, this should result in a lower

3An exception is if the cost of shutting down production is higher than the loss when price is lower than marginal cost.
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market price, all else equal. This effect is commonly referred to as the merit order effect.

2.3 Susceptibility to market power in electricity markets

Since the deregulation of electricity markets began in the 1990s, the study of market power in the

wholesale electricity market has attracted much attention both from market monitors and academic

researchers. The main reason for this is that electricity markets are characterized by several attributes

that increase the potential for market power compared to other markets.

Firstly, the generally high cost of storing electricity at scale limits the possibility of generation

serving demand at later periods. Increased storage of electricity would have a competitive effect, as

there would be more potential supply to compete for demand in any period. Secondly, hourly wholesale

demand is very inelastic. Small end-users like households and small businesses generally enter flat rate

electricity contracts with retailing companies and thus do not receive price signals reflecting variation in

the relative supply and demand. This translates into a highly inelastic wholesale demand, increasing the

potential for profitably raising prices. Lastly, electricity generation and distribution are characterized

by strict capacity constraints. The cap of how much supply can be generated and distributed relative

to demand in a region at a specific point in time is much lower than in other markets, and thus limits

the ability of producers to compete for excess demand.4

These attributes combined make electricity markets very susceptible to market power, which can

lead to market inefficiencies and transfers of wealth from consumers to producers. Additionally, because

the electricity market infrastructure is shared between all market participants, and because the infras-

tructure is susceptible to congestion and blackouts due to grid frequency imbalance, the decision of one

market participant to insert or extract electricity from the grid affects the infrastructure’s stability for

all market participants. It is therefore of interest for market monitors to align market participants’

individually profitable behavior with actions that do not compromise the system security. Because of

the magnitude of electricity markets and other sectors’ dependence on it, the welfare implications of

any kind of electricity market failure are potentially very big (Borenstein, Bushnell, and Knittel, 1999).

3 Literature review

In the following section we provide an overview of the literature related to our study. First, the

general literature on market power in electricity markets is presented. Then, we cover the literature on

congestion and its implications for market power. After that, we present both theoretical and empirical

work on the merit order effect and how it is counteracted by diversified firms’ ownership of renewable

production. Lastly, we discuss the gap in the literature as we see it, motivating our study.

4Assume, for instance, that all but one supplier of electricity are supplying their full capacities. If only one percent of
the demand is not met, the remaining firm that is not already supplying at max capacity will have monopoly power on
that residual demand. Because of the uniform pricing rule that is used in electricity auctions, each generating firm will
receive the monopoly price, leading to high markups over marginal cost across the market.
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3.1 Market power in electricity markets

Researchers commonly differentiate between structural measures of market power, which measure the

potential for profitably raising prices above marginal costs in a market, and behavioral measures of

market power, which address whether such market power is actually exercised. Evidence of exer-

cised market power has been found in several liberalized electricity markets. Using firm level data on

posted bid curves, McRae and Wolak (2009) and Wolak (2003) find for New Zealand and California,

respectively, that producing firms post higher bid curves when demand is less elastic. Similarly, using

plant-level cost data, Wolfram (1999) find evidence of market power in the UK. When firm level data is

not available, estimating market power is more difficult and researchers have usually relied on simulation

or structural methods. This has largely been the case in the Nordics.

Borenstein et al. (1999) simulate several US electricity markets under Cournot competition of strate-

gic firms and a non-strategic competitive fringe bidding their full capacity at marginal costs. Using

detailed cost data, Cournot firm cost curves are constructed and market outcomes are then simulated

under various demand scenarios. The results show that in high demand hours, when fringe producers

are supplying at max capacity, Cournot firms strategically withhold production, leading to significantly

higher prices and market power compared with the competitive outcome.

In the Nordics, Hjalmarsson (2000), Vassilopoulos (2003) and Bask et al. (2011) all study the power

market using the Bresnahan-Lau conjectural variations approach. Hjalmarssson and Vassilopoulos find

no statistically significant evidence of markups, while Bask does, however not at very economically

significant levels. Lundin and Tanger̊as (2017) model the Nordic Nord Pool market as one of Cournot

competition with a competitive fringe and exploit exogenous variation in the curvature of the residual

demand curve to structurally estimate market power. Their results show that dominant firms in the

Nordic market on average applied markups of 8%-11% during 2011-2013. Additionally, the authors find

some evidence for market power increasing after the Swedish market was divided into bidding zones

in 2011, indicating that the geographical configuration of the relevant market may be important for

market performance.

3.1.1 Congestion

The importance of grid congestion in explaining market power has been documented in several stud-

ies. Wolak (2015) compares dominant firm bid curves with counterfactual curves capturing the firms’

bidding behavior under perceived non-congestion to quantify the effect of a hypothetical expansion in

transmission capacity in the Canadian Alberta electricity market, and finds that such expansion would

yield strong competitive effects. Importantly, what is driving the results are dominant firms’ decreased

expectations of congestion in the grid, leading to submitted bid curves closer to marginal cost curves.

Ryan (2017) simulates market outcomes under increased transmission capacity in the Indian Electricity

Exchange, and finds that the competitive effects of grid expansion significantly affects strategic firm

bidding, increasing total market surplus by up to 19%. In the Nordics, both Johnsen et al. (1999) and

Steen (2005) find increased market power in congested periods in Southern Norway.
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A subsection of the congestion literature concerns the endogeneity of congestion - more specifically

if firms strategically induce congestion to achieve market power. Borenstein et al. (2000) show in a

theoretical paper that a dominant firm may have incentives to limit generation in a zone in order to

induce congestion in it. This hypothesis is investigated by Mirza and Bergland (2015), again in the

Southern Norway. The authors find that firms deliberately congest transmission lines during the less

elastic periods of late night and early mornings, leading to significantly higher markups during these

periods. Whether congestion is exogenous or endogenous to withholding behavior is an important

consideration for properly estimating causal effects of congestion. We address this issue in Section 5.

3.1.2 Congestion as a regime switch

Studying the effect of congestion on market outcomes is a potentially challenging topic for two reasons.

Firstly, there may be variation in parameter estimates for different congestion configurations. Fur-

thermore, congestion is a possibly endogenous event to market behavior, making standard approaches

problematic. To properly disentangle market outcomes and congestion effects while allowing for model

parameters to vary with congestion, some authors have instead suggested the use of regime-switching

models. Crucial in this approach is the fact that parameter estimates are allowed to vary depending on

the current regime, allowing the identification of heterogeneous effects. In electricity markets, regime

switching models have mainly been applied in studying price dynamics with time series models. For in-

stance, Weron et al. (2004) model price spikes as regime shifts with unobserved states. Congested grids

may also be thought of as a changed regime, with the difference that the states are actually observed.

Haldrup and Nielsen (2006) define Markov switching models allowing for three different congestion

states and find that for Nordic market data, the price behaviour for single markets can vary depending

on the presence or absence of bottlenecks in the electricity grid.

Our thesis differs from the above studies in that we do not employ a time-series approach. Our

approach most closely resembles that of Sapio (2015), who employs an endogenous switching regressions

approach following Lokshin and Sajaia (2004). In this paper, the author estimates the effects of increased

renewables on price. He explicitly incorporates congestion into his model, since this changes the relevant

market and thus the relevant geographical level of his variables. This framework also allows for the

fact that there are two possible states - congested and uncongested - and that the realized state in each

period is possibly endogenous to the model. A similar approach is used outside electricity markets by

e.g. Läpple et al. (2013), who study the effect of government funded extension programs for farmers

on farm profits. The framework accounts for possible self-selection, similar to how congestion may be

endogenous in the electricity market context.

3.2 The merit order effect

The merit order effect has been empirically documented in several electricity markets. de Miera, del

Ŕıo González, and Vizcáıno (2008) investigate increased wind power in Spain and find significant result-

ing price reductions, ranging between 4.75e/MWh-12.44e/MWh on average between 2005 and 2007, or

8.6%-25.1%. Sensfuß, Ragwitz, and Genoese (2008) get similar results for the German market. Impor-
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tantly, they also find that while the merit order effect is sometimes completely absent in low-demand

hours, in peak-demand hours it can amount to reductions of 36e/MWh. McConnell et al. (2013) find

the merit order effect also for solar power in Australia, estimating the potential savings of a solar in-

stallation equivalent to the German per capita level of Solar power, to 8.6% of the total value traded

through the Australian electricity pool in 2010. Würzburg, Labandeira, and Linares (2013) review

previous research on the magnitude of the merit order effect and find that estimates vary both with

studied regions and chosen assessment methods. However, based on their own analysis, the authors

argue that the effects in different markets are less dispersed than is suggested by the literature.

3.3 Counteraction of the merit order effect

Several theoretical papers have shown that the ownership of renewable energy sources matters for market

outcomes. Ben-Moshe and Rubin (2015) demonstrate that with linear inverse demand and quadratic

costs in a Cournot market, firms with a diversified portfolio exercise market power by withholding their

conventional production in response to their own renewable production. Building on this, Acemoglu

et al. (2017) construct a simpler Cournot model with symmetric firms, but prove the results in a general

setting with less strict assumptions on demand and cost functions. In their model, the oligopolistic firms

own all thermal production units and some renewable units, but renewable units may also be owned

by a competitive fringe. The authors show that ownership of renewable sources by oligopolistic firms

counteracts the merit order effect, because the firms withhold conventional generation in response to

their own renewable generation. Furthermore, when all renewable production is owned by oligopolistic

firms, this counteraction is total and increased renewables production causes no price decrease in the

market. The only change is that the firms make larger profits on their units sold, as the marginal cost

of production is lower with the renewable units than with the thermal units.

In a recent paper, Genc and Reynolds (2019) show that with asymmetric cost functions, the above

effect is stronger for a strategic firm with a steeper cost function. They also provide simulation results

of their model and basic empirical tests for the Ontario electricity exchange, and find support for their

theoretical predictions of a counteraction effect. Lastly, Butner (2019) creates a structural empirical

model and uses individual firm bidding data from the MISO market in the US to show that diversified

firms withhold conventional power in response to an increase in their own wind production also on this

market.

3.4 Specification of research focus

Based on our survey of the literature, there is theoretical support for why the ownership of wind power

matters for market outcomes, specifically the counteracting effect of generation portfolio diversification

on the merit order effect. The empirical evidence of such an effect is to our knowledge thin but so

far convincing, however limited to two electricity markets in Canada and USA. Electricity markets in

North America commonly use nodal pricing, which is different from the system with zonal pricing in the

Nordics. Furthermore, Butner (2019) uses individual firm data, something which is often not available

to researchers in other markets. Thus, there is both a need for empirical evidence of the proposed effect
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in markets outside North America, and also developments in how to analyze this without firm level

data.

In addition to the above, it is clear from previous work that congestion matters a great deal for

market outcomes on electricity markets in general, and neglecting it in both theoretical arguments and

empirical work around the counteraction of the merit order effect could be problematic. This is a gap

in the literature that we intend to fill. We thus arrive at the following research questions:

• To what extent is the merit order effect counteracted if firms with diversified production technolo-

gies supply wind power in the Swedish electricity market?

• Is the above described effect pronounced by congestion?

We base our study on the theoretical model by Acemoglu et al. (2017), adopt it to the Swedish

electricity market, and introduce a way of considering congestion in this framework. From this model,

we derive testable predictions, and empirically test both the effect of wind power ownership and how

this effect interacts with congestion.

4 Theoretical framework

In this section, we present the model of Acemoglu et al. (2017), adapt it to the Nordic market and

show how to analyze network congestion with this framework. Based on this, we derive our testable

predictions.

4.1 Model economy

Acemoglu et al. (2017) consider an oligopolistic energy market consisting of n ≥ 2 diversified producers

owning both thermal electricity plants and renewable plants. There is also a competitive fringe that

only owns renewable production and supplies its full capacity at the marginal cost of production.5 Each

diversified actor produces qi units thermal generation at the production cost C(qi), where C is a convex

and differentiable function.

In the economy, there is a total of R units of renewable production, always supplied at zero marginal

cost. Each diversified firm owns the same share δ/n of the renewable production such that the total

diversified share of renewable production is δ ∈ [0, 1] and the fringe’s share of the renewable production

is (1− δ). Total electricity production is given by Q+R, where Q =
∑n
i=1 qi is the total conventional

output. Inverse aggregate demand is given by P (Q + R), where P is a non-increasing differentiable

function.

Each strategic firm engages in Cournot competition with its thermal production, choosing the quan-

tity qi to maximize its profit, which is given by

5Modeling fringe firms as non-strategic is common in the literature. While it is true in theory that even the smallest
firm could be the pivotal bidder and thus unilaterally set the market price, larger firms will in almost all circumstances have
stronger incentives to withhold, and their withholding diminishes the incentives for small firms to do so (see Borenstein
et al., 1999, for details).
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Πi = (qi + δR/n)P (Q+R)− C(qi). (1)

To see the merit order effect in this economy, we differentiate aggregate demand with regard to the

amount of renewable production:

∂P

∂R
= P ′(Q+R)(

∂Q

∂R
+ 1) (2)

If the merit order effect is present, the price P should be non-increasing in the amount of renewables

R, so that ∂P
∂R ≤ 0. By assumption, P ′ < 0. To see that ∂Q

∂R + 1 ≥ 0, we look at the firms’ equilibrium

strategies. We show the following for the duopoly case n = 2, but the extension to n ≥ 2 is straight-

forward. Each firm chooses the profit-maximizing quantity q∗i in equilibrium, giving us the first order

condition

∂Πi

∂qi
= P (Q∗ +R) + (q∗i + δR/2)P ′(Q∗ +R)− C ′(q∗i ) = 0, (3)

where q∗i and Q∗ denote individual and aggregate equilibrium quantities of diversified firms, respec-

tively. By symmetry, q∗1 = q∗2 = ... = q∗n such that q∗i = Q∗/n. Substituting Q∗/n for q∗i in equation 3,

differentiating w.r.t. R and rearranging6, we get

∂Q

∂R
= − (2 + δ)P ′(Q+R) + (Q+ δR)P ′′(Q+R)

3P ′(Q+R) + (Q+ δR)P ′′(Q+R)− C ′′(Q2 )
. (4)

Assuming linear cost functions, it is the case that C ′′ = 0. Also, because P ′ < 0 and P ′′ < 0 by

assumption, it holds that

−1 ≤ ∂Q

∂R
< 0⇒ ∂Q

∂R
+ 1 ≥ 0. (5)

Thus, ∂P∂R ≤ 0. In other words, the price is non-increasing in the amount of renewables and there is

indeed a merit order effect in the economy. The intuition for this is straightforward: a larger amount

of renewable energy that is offered at zero marginal cost will push out the whole supply curve to the

right. This means that absent any strategic behavior, less costly production will now satisfy the last

unit of demand at each quantity level so that aggregate supply will intersect aggregate demand at a

lower level, resulting in a lower market clearing price.

Next, we show the impact on prices of a higher δ, the share of the renewable generation that

is supplied by the diversified firms. To investigate this effect, we differentiate the demand function

P (Q+R) w.r.t. δ:

∂P

∂δ
= (

∂Q

∂δ
)P ′(Q+R) (6)

Again, P ′ < 0 by assumption and we are thus interested in the sign of (∂Q∂δ ) to determine the effect of

δ on P . Again, substituting Q∗/n for q∗i in equation 3, differentiating with regard to δ and rearranging,

6For details, see the online appendix of the Acemoglu et al. (2017) paper.
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we get
∂Q

∂δ
= − RP ′(Q+R)

3P ′(Q+R) + (Q+ δR)P ′′(Q+R)− C ′′(Q2 )
≤ 0, (7)

since R ≥ 0, P ′ < 0, P ′′ < 0 and C ′′ = 0. Thus, ∂P
∂δ ≥ 0, and the price is increasing in the share

of renewable production that is owned by the diversified firms - a counteraction of the merit order

effect. The intuition for this result is that when a producer is diversified, the lower marginal cost on the

renewable units makes the higher prices from withholding production increase profits more than in the

case of a fringe firm. Thus, diversified firms face higher incentives to withhold conventional generation

to keep prices high. It can be shown that in the extreme case of δ = 1, the neutralization of the merit

order effect under linear cost functions is total, so that each renewable unit increase is matched by a

unit decrease of conventional production, keeping market prices unaffected.

Assuming linear demand of the form

P (Q+R) = α− β(Q+R), (8)

where α and β are intercept and slope parameters, respectively, we get the following equilibrium

conditions for individual and aggregate strategic firm conventional output and price, respectively:

q∗i =
1

(n+ 1)β
(α− γ − β(R+ δR/n)) (9)

Q∗ =
n(α− γ)− β(δR+ nR)

β(n+ 1)
(10)

P ∗ =
1

n+ 1
(α+ β(−R+ δR) + nγ). (11)

The previous observations about the merit order effect and its counteraction can easily be seen in

the equilibrium conditions as well. In (11), the amount of renewables R enters as (−R + δR). When

δ < 1, (−R + δR) < 0 and P ∗ decreases in R. When δ = 1, (−R + δR) = 0, meaning that the merit

order effect is fully counteracted. For the diversified firms’ equilibrium conventional output, δ enters

negatively so that q∗i and Q∗ decrease in δ, showing the increased incentives to withhold conventional

production for a more diversified firm.

4.2 Considerations for the Swedish market

Several considerations need to be made with regard to the fit of the above model to the Swedish

electricity market.

First, the model assumes that the diversified actors are symmetric. Although a common assumption

in Cournot models, it is clearly not realistic as firms vary in size, generation portfolios, locations of

plants, and more. This assumption is, however, not crucial to the general results of the model, as

shown by Genc and Reynolds (2019) who find the counteraction of the merit order effect in a setting

with asymmetric firms.
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Second, in the Acemoglu et al. (2017) model, the non-strategic competitive fringe is made up by

all actors who are non-diversified. In reality, diversified actors may be too small to be able to impact

market prices much, and actors that are both diversified and large enough to affect prices may be

non-commercial, for instance because they are organized as cooperatives. This is quite often the case in

Sweden, where both wind power and short-term strategic resources are regularly cooperative-owned. In

our setting, we define strategic actors as the five largest and diversified electricity producers in Sweden:

Vatenfall, E.ON (including Sydkraft), Fortum, Statkraft, Skellefte̊a Kraft, and the fringe as the rest.

The production technology mix for each strategic firm is presented in Table 1. The market is dominated

by Vattenfall, housing roughly a third of all installed capacity. Together with the other four largest

actors, they own 70% of all installed capacity.

Company Hydro Nuclear Wind Thermal Total

Vattenfall AB 7917 4954 303 924 14098

Sydkraft AB/E.ON Sverige AB 1794 2464 165 2036 6459

Fortum AB 3063 1553 42 627 5285

Statkraft Sverige AB 1262 0 334 1 1597

Skellefte̊a Kraft AB 655 64 272 54 1045

Total 5 largest firms 14646 9035 1116 3642 28484

Total Sweden 16181 9076 6520 8042 40004

Table 1: Overview of the five largest actors: Production technology mix by installed capacity in MW

for the five largest actors on the Swedish electricity market as of January 2017.

Source: Authors’ illustration of data from Energiföretagen (2017).

Third, in the Acemoglu et al. (2017) model there are only two technologies for generating electricity -

short-term strategic thermal generation and renewable generation that is always offered at zero marginal

cost. In reality, there exist both renewable and thermal generation that is short-term strategic, as well

as renewable and thermal resources that are unable to change strategically in the short term. While

a renewable resource, storable hydro power should for instance be considered a short-term strategic

resource as dam gates can be opened and closed with short notice, and saved production has a value

in that it can be used tomorrow. Similarly, nuclear power is a thermal source, but is costly to turn up

and down and is therefore not fit for short-term production optimization. These two considerations are

important for the present case of Sweden, where hydro power and nuclear power generally constitute a

majority of total production.

Based on the above, we do the following adjustments to the Acemoglu et al. (2017) framework.

The only relevant renewable power is wind power, and it is like in the original model supplied fully

at zero marginal cost. Diversified firms engage in Cournot competition with their short-term strategic

generation, which we define as hydro power and short-term controllable thermal power like coal, gas

and biomass. Nuclear power is considered base load that is supplied non-strategically in the short term

and thus does not enter into the model.
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Fifth, and lastly, the framework does not include explicit ways to model congestion in the electricity

grid. Congestion is crucial to understand how market power and price formation work on electricity

markets and we thus argue that the exclusion of congestion in the model limits its applicability for the

analysis of real electricity markets. In the next section we will show how to interpret congestion in the

framework and use it to analyze the effect of congestion on market outcomes.

4.3 Congestion

When a bidding zone is congested, the relevant market of which that zone is part is effectively reduced.

Thus, at each price, the demand that producing firms are facing is reduced, translating into the aggregate

demand curve of the relevant market rotating inwards. This means that the demand is now less elastic,

so that the demand slope is steeper. In the demand function in (8), this effect is captured by an increase

in the slope parameter β.

Figure 5: The effect of a decrease in market size on demand elasticity and withholding strategies.

This has two counteracting effects on the equilibrium price. Firstly, the general price reduction from

renewables will be stronger since demand is less elastic, and thus price movements from supply shifts

are stronger. Secondly, the incentives to withhold for diversified firms are stronger, since less elastic

demand means that the reduction in quantity sold due to higher prices will be lower, and thus lead to

increased profits from withholding. This can be seen in the equilibrium price equation 11, where −βR
is the first effect and +βδR is the second effect. When δ < 1, the first effect will dominate the second

effect, making the net effect of an increase in β on prices negative.

In all three equilibrium condition equations, however, β enters multiplicatively with δ. This means

that there is an interaction effect between the two, reinforcing one another such that the effect of δ
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increases as β increases, and vice versa. The intuition behind this goes as follows: As δ increases, the

incentives to withhold conventional sources increase because of the increasing returns of withholding,

as explained previously. If the grid becomes congested so that the relevant market is decreased, β will

increase, meaning that demand will decrease less in response to price increases from withholding. There-

fore the benefit of withholding is pronounced, further increasing the increased incentives of withholding

from a higher δ. In (9) and (10), this can be seen on the negative −βδR terms, reducing equilibrium

output of diversified firms. This then translates to relatively higher equilibrium prices, as seen by the

positive βδR term in (11). Figure 5 shows the effect of congestion on firms’ general withholding in-

centives. Congestion makes demand less elastic, which makes withholding relatively more profitable -

for the same degree of withholding, the resulting price increase is larger in the congested (decoupled)

market than in the coupled market.

Importantly, when a zone is import constrained, no generation from outside the zone can enter into

it, and all electricity generated in the zone will be consumed in the zone. Therefore, we expect to see

pronounced withholding behavior in zones specifically in the periods that they are import constrained.

While there may be strategic behavior outside of the relevant zone that is inducing or sustaining

congestion, as long as the congestion is sustained such behavior is not affecting market outcomes in the

congested zone on the margin. This is instead determined by the relative supply and demand within

the zone. Thus, in periods of congestion, δ should reflect the share of renewable production owned

by diverse producers within the import constrained zone, rather than in the whole country. Similarly,

the relevant short-term strategic capacity is that which lies within the zone. An important assumption

is thus that there still exists both wind power owned by diverse firms, as well as sufficient short run

strategic resources, in the import constrained zone. If this is not the case, we would expect no strategic

behavior due to δ in times of congestion. Furthermore, in our framework we are interested in how

strategic behavior in a relevant market is affected by the exogenous addition of congestion, as opposed

to strategic behavior that may endogenously induce and sustain congestion. In Section 5.2, we address

how to make such a distinction empirically.

4.4 Testable predictions

Based on the theoretical framework of Acemoglu et al. (2017) and our discussion of how congestion can

be analyzed with it, we thus argue that the increased incentives of withholding short-term strategic

generation from an increased diversified share of renewable production will lead diversified firms to

withhold more short-term strategic generation when they supply a higher share of the renewable gen-

eration. This will translate to higher market prices when the diversified share of renewable generation

is higher.

Because of the decrease in the price elasticity of demand in a zone that is congested, the incentives

to withhold are further increased and the predicted negative effect of δ on output and the positive effect

on prices of the diversified share of renewable generation should be further increased. We thus arrive at

the following testable predictions about the Swedish electricity market, to test our research questions:

• For a given level of wind power production, the share of the wind production that is supplied by
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diversified firms in the Swedish market has a negative effect on the short-term strategic output by

diversified firms.

• The above effect translates into higher prices, so that the diversified share of renewable production

has a positive effect on prices.

• The above effects are stronger in relevant zones under periods of congestion.

5 Method

In this section we present our strategy for testing our theoretical predictions to be able to answer our

research questions. We begin by discussing considerations for identifying strategic behavior in a market

based on observed aggregate outcomes. With this in mind, we then present our empirical strategy, and

continue by discussing our identifying assumptions. Lastly, we present the data that we use.

5.1 Identifying strategic behavior

Under the uniform price rule which is used in the Nordic market, the marginal bid (the highest-priced

dispatched supply bid) sets the price for all dispatched units. As such, firms do not unilaterally choose

the prices they will receive for their production, as is common in most markets. Instead, the price that

each producer receives is set by the firm that produces the last dispatched unit of electricity. Each firm

whose supply is needed to satisfy total demand (taking other firms’ supply as given), is said to face a

residual demand curve. On this demand, the firm is a monopolist and unilaterally sets the price. Taking

other firms’ bids as given and assuming that bid curves are all non-decreasing (in quantity), a firm can

try to exercise market power either by bidding less capacity at marginal costs, physical withholding,

bidding its capacity at bids higher than marginal costs, economic withholding, or a combination of the

two. Any of these strategies shifts the aggregate supply curve inwards, resulting in a higher market

clearing price (Biggar and Hesamzadeh).7

It follows that withholding behavior can be studied straightforwardly if one has access to individual

firms’ posted bid curves - our theoretical prediction would then be that diversified firms’ posted bid

curves shift inwards when δ (hereafter delta) increases, and especially so in periods of congestion. Firm

level bid data is, however, unfortunately not available for the Nordic market. Instead, we use aggregate

data on short-term strategic output as well as on prices. If our hypothesized effects exist, inwards-shifted

bid curves should translate into measurable effects on aggregate market outcomes. This assumption is

realistic given the strong link between posted bids and assigned production quantities.

7It will not necessarily increase the market price because sometimes parts of the supply curve will be step-wise, so that
a shifted curve may still be intersected by the demand curve at the same price level. However, as the probability of a
higher market price is increased by engaging in any kind of withholding, this does not change the implications for firms’
strategies.
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5.2 Empirical strategy

The causal relationships proposed in our theoretical predictions can be estimated with the following

empirical models, where we choose to specify all continuous variables (except delta) in logs so that

coefficient estimates can be interpreted as elasticities and semi-elasticities:

ln(Qt) = βQ0 + βQ1 ln(Wt) + βQ2 δt + βQ3 Ct + βQ4 (δt × Ct) + Xtβ + atα+ εQt (12)

ln(Pt) = βP0 + βP1 ln(Wt) + βP2 δt + βP3 Ct + βP4 (δt × Ct) + Xtβ + atα+ εPt , (13)

where Qt is short-term strategic output (hydro power or thermal power), Pt is the market price, Wt

is wind power production, δt is the share of wind power production owned by diversified firms and Ct

is a dummy variable equal to 1 if the market is import-congested and zero otherwise. Finally, Xt is a

vector of controls, at is a vector of time fixed effects, and εQt and εPt are error terms. The superscripts

Q and P denote parameter estimates for the chosen output variable and market price as dependent

variables, respectively.

Assuming proper identification, βQ1 is the causal effect of additional wind power production on short-

term strategic output, βQ2 is the causal effect on short-term strategic output from an increase in the

diversified share of renewable electricity production, and βQ4 is the change in the latter effect of induced

congestion. Lastly, βQ0 is an intercept and βQ3 is the effect of congestion on short-term strategic output.

In (13), coefficients are interpreted equivalently, and βP1 is the merit order effect.

We define our vector of controls as Xt = {ln(Nt), ln(It), ln(Dt)}, where Nt is nuclear power pro-

duction, It is hydro inflow, and Dt is forecasted demand. Nuclear power is base load - it is produced

at relatively constant levels over time, with little or no short-term strategic capabilities. However, any

variation in its supply should have an effect on market outcomes and the potential for market power.

Thus, we include it as a control. At first glance, it might seem reasonable to also control for the amount

of hydro and thermal power in the regressions where they are not the dependent variables. However,

they would then be what Angrist and Pischke (2008) refer to as ”bad controls”.8 Instead, another way

to control for hydro power conditions is to include hydro inflows as a supply shifter. This is a weekly

measure of how much much water flows into the hydro reservoirs, and is standard in the literature to

use as a control, since it only depends on precipitation and thus is exogenous. Furthermore, it is an

important determinant for how much strategic behavior is possible (Lundin, 2017).

Our last control, forecasted demand, accounts for the size of the market. For a given aggregate

supply curve, prices may increase simply due to an outward shift of the demand curve, and vice versa.

Since we intend to study the effect of supply-side strategic behavior on prices and quantities cleared,

we wish to remove any effects that changes in demand has on those market outcomes. One approach

common in the literature is to to control for the total consumption, since this should proxy well for total

demand. However, since the demand curve is not perfectly inelastic (vertical), such an approach could

8This is the case if a control variable actually is a causal channel through which our explanatory variable affects our
dependent variable. Since our hypothesis is that diversified producers change their supply decisions of hydro and thermal
power (technically their bidding decisions) in order to affect the price, this would clearly be an issue.
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suffer from reverse causality issues. That is, price and supply factors depend on actual consumption,

and actual consumption depends on price and supply factors. Thus, to properly isolate demand shifts,

we choose to use forecasted demand. This variable is generated by Svenska Kraftnät one day ahead of

delivery, and is based on factors such as temperature prognoses and other indicators exogenous to our

model. Given that we control for this, we are able to isolate supply effects.

Lastly, we define our vector of fixed effects to include hour-of-day dummy variables. Thus, we

account for invariant time patterns in market outcomes, for instance increasing demand in the evening

when electrical lights are used more, and systematic trends in wind speed during a day.

We now go on to describe our approach in more detail, presenting both the specifications and

estimation methods that we use. We begin by abstracting from import transmission constraints and

directly test our baseline model. After that, we first add external congestion from other countries, and

then also incorporate internal congestion between zones in Sweden.

5.2.1 Baseline model

In our baseline model we ignore potential effects of congestion by letting Ct in (12) and (13) always

equal zero. This corresponds to directly testing the predictions by Acemoglu et al. (2017). Since both

the amount of wind power and delta are based on wind speeds, they should be exogenous. As such,

we may estimate their effects on our dependent variables with OLS. Based on our predictions from

Section 4, we expect a positive coefficient on delta when price is our dependent variable. When one

of the output variables is our dependent variable, we instead expect a negative coefficient, reflecting

withholding behavior.

In our initial regressions, we use our full sample and price in SE3 as our dependent variable. This

could be problematic, since in times of congestion the size of the relevant market changes and hence the

relevant level of controls is no longer country wide. Thus, we also run the same regressions but restrict

our sample to periods where there is no internal congestion in Sweden (so that the price is the same in

all four zones). This ensures that our explanatory variables are at the correct geographical level.

5.2.2 External congestion

Next, we extend the models to account for the effects of transmission constraints by letting Ct take

on the value of one in periods of congestion. We begin by studying congestion from other countries to

Sweden. We will consider the two most frequently congested connections, those from Denmark (DK1

and DK2), and southern Norway (NO1). To allow for heterogeneous effects of congestion for the two

different transmission lines, we perform the analyses separately for Denmark and Norway. Effects could

be heterogeneous, for instance, because the production technology mix differs for the two countries.

Thus, in one case Ct is equal to one when there is congestion from Denmark. In the other case, Ct is

equal to one whenever there is congestion from Norway.

As an initial approach we estimate (12) and (13) with OLS. Based on our theoretical predictions,

we expect the coefficient βQ4 to be negative, and βP4 to be positive. The above approach assumes that

congestion is exogenous. However, while withholding may be an effect of congestion, it may also be a
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cause of congestion. Consider the case when a producing firm, for whatever reason, cuts back short-

term strategic output in a zone. Demand levels, that are largely determined by consumer behavior and

weather factors, would not go down just because supply has, and therefore more imports will be needed

in the area to clear the market. Regardless if this is a strategy by the firm to induce congestion and

push prices up, or because of a random non-strategic event, the risk for congestion into the zone has

clearly increased because of the reduced production by the firm. Because of this, congestion may be

endogenous to our models and since our OLS estimates do not account for this endogeneity, they are

potentially biased.

To avoid such bias we also estimate the above models with an instrumental variables (IV) approach.

To instrument for congestion, we use planned transmission line outages by the grid operator Svenska

Kraftnät. Such outages occur for instance when there is a need for maintenance work on the transmission

grid, and effectively reduce the available transmission capacity. Therefore, the outages should increase

the probability of congestion, making it a relevant instrument. The instrument is also valid, since

transmission outages are determined and implemented by the grid operator Svenska Kraftnät, which

is unrelated to the supplying and demanding agents on the electricity market. Therefore, we do not

expect transmission outages to affect our dependent variables, short-term strategic output and prices,

in any other way than through increasing the probability of congestion.9

An important feature here is that our endogenous variable, Ct, is binary. A temptation would

therefore be to estimate the first-stage regression with a probit estimator and then use the fitted values

in the second-stage. However, this is what is called a forbidden regression, since it uses non-linearities in

a 2SLS estimation process, which is not allowed. In fact, only OLS is guaranteed to produce residuals in

the first-stage that are uncorrelated with fitted values and covariates (Angrist and Pischke, 2008). Thus,

we follow Angrist and Pischke and estimate the first-stage with OLS, corresponding to an ordinary 2SLS

approach. While this can reduce efficiency, it ensures consistent estimates. Due to the high number

of observations in our sample, we consider the issue of efficiency secondary to consistency. Note that

since Ct appears both as a main effect and as an interaction effect with delta in our specifications, we

effectively use two instruments - planned transmission outages on its own and interacted with delta.

An important difference between the IV estimator and the OLS estimator is that when treatment

effects are heterogenous, the IV estimator is the local average treatment effect (LATE) (Imbens and

Angrist, 1994). In the OLS approach used above, we instead estimate average treatment effects - the

average effect of all congestion periods on our dependent variable. This implicitly assumes that the

treatment has the same effect, regardless of what ”type” of congestion it is. The LATE allows for

heterogeneity, and instead estimates the average effect for those observations whose treatment status

is changed by the instrument. In our case, this translates to congestion that is induced by planned

outages.

This is an important point, since we should in fact expect that the effect is larger in such periods.

To see this, consider the fact that not all congestion is predictable. Non-predictable congestion can only

become known after the day-ahead bidding stops. In that case, strategic actors have no way of changing

9For an in-depth discussion on relevance and validity of IV instruments, see Angrist and Pischke (2008).
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their day-ahead market behavior in response to the congestion. Planed outages are usually announced

before the day-ahead market closes, and given that they increase the probability of congestion, strategic

actors have a possibility to change their bidding on the day-ahead market in response to this. Thus, we

should see a larger effect due to congestion in the IV specification.

However, confirming that this is actually the reason for an increase in the IV coefficient is not

straightforward. In general, IV estimates could become larger than OLS estimates due to a variety of

reasons. It could be that the OLS estimates in fact are biased due to endogeneity, or it could be a

symptom of weak or invalid instruments (where we may only test for the former). A simple approach

to try to identify the source of any increase in the IV estimate is to run OLS, but change the definition

of the congestion dummy to periods in which there is congestion and planned outages. If the estimated

effect of this congestion is larger than in the regular OLS, it would indicate that there is heterogeneity

in the treatment effect. Note that this estimate may still be subject to endogeneity, since the congestion

variable is still used to select which variation in the planned outages variable we use in the newly created

variable. Therefore, these results should not be seen as estimates of the effect of congestion. They are

rather indicators of the degree to which OLS and IV estimates of our main specification differ because

of heterogeneous treatment effects.10

5.2.3 Internal congestion

Next, we consider internal congestion. Similarly to external congestion from another country to Swe-

den, there may be internal congestion between price zones in Sweden. As previously argued, under

congestion, the only thing that matters for market outcomes on the margin is what happens within the

import constrained bidding zone. If, for instance, SE4 is import constrained from the northern zones,

strategic behavior in order to affect market outcomes in SE4 on the margin can only be undertaken

from within SE4. Thus, the relevant geographical level of our variables changes when there is internal

congestion.11

A naive solution to address this would be to split our sample and run regressions separately for each

zone when they are congested. As emphasized previously, however, congestion is possibly endogenous.

Thus, splitting the data based on congestion could lead to selection bias. Instead, we use an endogenous

switching regression approach similar to that used by Sapio (2015). In this approach, there are two states

of the world, determined by a selection equation. For each possible state, there is one outcome equation

and the variables differ for each state. Furthermore, the state of the world is allowed to depend on both

exogenous factors and the variables in the outcome equations. This makes it suitable for modelling

congestion as a potentially endogenous selector of the relevant geographical level of variables. Formally,

consider the following model:

10An alternative approach could be to run OLS for periods in which planned outages are more common. If we then
observe a higher effect from congestion, we could conclude that there are heterogeneous effects. However, when observing
the data we find little to no pattern in which hours and days planned outages occur in. Thus, this type of analysis is not
possible.

11Note that this is also the case for when there is external congestion. But since we lack data on markets outside
Sweden, we can only distinguish between different geographical levels of our variables when there is congestion within
Sweden.
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Ct = 0 if Ztγ + ut ≤ 0

Ct = 1 if Ztγ + ut > 0

Regime 1 : SE y1t = X1tβ1 + ε1t if Ct = 0

Regime 2 : Zone y2t = X2tβ2 + ε2t if Ct = 1,

(14)

where Ct is the state variable, Zt is a vector of variables that determine the state, y1t and y2t are the

dependent variables of the outcome equations, and X1t, X2t are vectors of explanatory variables that

differ according to the state and ut, ε1t and ε2t are error terms. For our purposes, Ct = 1 translates

to internal congestion between two Swedish zones. As before, we may use either price, hydro power or

thermal power as the dependent variable, and the relevant level of the variables will vary depending on

the state.

Consider, for instance, the case of thermal power in SE4. If SE4 is congested from SE3 (so

that Ct = 1), we use thermal power production in SE4 as the dependent variable, and in the non-

congested state (when Ct = 0) we use national thermal production as the dependent variable. Sim-

ilarly, the geographical level of the explanatory variables in X1t, which are used when there is no

congestion, is nationwide. Equivalently, the level of the explanatory variables in X2t is the im-

port constrained zone. Specifically, X1t = {ln(WSE
t ), δSEt , ln(NSE

t ), ln(ISEt ), ln(DSE
t )} and X2t =

{ln(WZone
t ), δZonet , ln(NZone

t ), ln(IZonet ), ln(DZone
t )}, where the variables are defined as before and the

superscript SE means that the geographical level is for the whole of Sweden, while the superscript Zone

means that the variable is on a zonal level (for instance SE4).

Let Σ be the variance-covariance matrix of the error terms ε1t, ε2t and ut. We make the following

assumptions:

• εjt ∼ N(0, σ2
j ), j = 1, 2

• ut ∼ N(0, σ2
u)

• σ12 = 0

• σ2
u = 1

The first two assumptions are the usual assumptions of maximum likelihood models. The third

assumption is common practice in the literature and is needed since the outcomes of different states

are never observed together and thus σ12 cannot be estimated. The last assumption is needed since γ

in (14) can only be estimated up to a scalar factor. Putting these together, we can write:

Σ =


σ2
1

0 σ2
2

σ1u σ2u 1

 (15)

To understand the need for the switching regressions framework in the presence of endogeneity,

consider the following. In the case that Ct is exogenous, σ1u = σ2u = 0. That is, each of the equations

in (14) are independent of each other. In that case, a switching regressions framework is redundant,
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and each of the outcome equations may be estimated separately using sample splitting. However, if

Ct is endogenous to the model, σ1u 6= 0 and σ2u 6= 0. That is, there is not independence between the

error term in the selection equation and the error terms in the outcome equations. Not accounting

for this and regressing each equation independently would then bias the results. Estimating the above

equations simultaneously with maximum likelihood estimation corrects for this.

Given the above assumptions, the log likelihood for the system in (14) is (Dutoit, 2007):

lnL =
∑
t

(
Ctwt

[
ln
{
F (η1t)

}
+ ln

{
f(ε1t/σ1)/σ1

}]
+

(1− Ct)wt
[

ln
{

1− F (η2t)
}

+ ln
{
f(ε2t/σ2)/σ2

}]) (16)

where F is a cumulative normal distribution function, f is a normal density distribution, wt is an

optimal weight for observation t, and

ηjt =
(Ztγ + ρjεjt/σj)√

1− ρ2j
j = 1, 2 (17)

where ρ1 is the correlation coefficient between ε1t and ut, and ρ2 is the correlation coefficient between

ε2t and ut.

Zt, contains instruments for the selection variable, requiring similar assumptions about relevance and

validity as in an instrumental variables approach. If no instrument is specified, the model may still be

identified by using non-linearities. However, since we have a suitable instrument, planned transmission

outages, we use this to instrument for congestion just as in our IV approach. To do the estimation, we

use the sampleSelection package in R (Toomet and Henningsen, 2008), which uses the Newton-Raphson

algorithm.

In our analysis with this approach we focus on SE3 and SE4, as these are the zones where there

is a meaningful amount of congested hours from the other Swedish zones. We consider these jointly

(from now on referred to as SE3SE4). That is, the congested state is defined as periods where SE3 is

import constrained from SE2, but SE3 and SE4 are internally unconstrained. This allows us to study

the effects of internal congestion while maintaining a sufficient amount of observations for the congested

state. In 1748 periods, SE3 and SE4 are not congested between each other, but import constrained

from SE2. Out of those, SE3SE4 is congested from Denmark in 280 periods and from Norway in 1196

periods.

The first analysis we do with this approach is to compare estimates for the uncongested regime with

estimates for the congested regime. Based on our theoretical framework, we expect stronger effects of

delta under congestion since the relevant market is smaller and thus demand should be less elastic. A

second approach is to always use SE3SE4 as the study object, identify periods when the number of

congested transmission lines into the zone increases from one to two, and see if the estimated effect of

congestion changes. For instance, a comparison of the zone SE3SE4 under congestion from SE2, with

SE3SE4 under simultaneous congestion from SE2 and DK, would capture the effect of an unambiguous

increase in congestion into SE3SE4. This analysis is done by running two separate switching regression
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estimations, and changing the definition of the congested state. The difference in the coefficient esti-

mates for delta can then be interpreted as the interaction effect of delta and an increase in the degree

of congestion. This approach should provide better identification since we can compare the effect of

two different degrees of congestion for the same zone. Because we always study the same zone, this

approach is not as sensitive to unobservables that may vary between the country level and zonal level.

5.3 Identifying assumptions

In order to interpret our estimates as causal effects, we need to make some identifying assumptions. We

will discuss the validity of these in Section 7.

Our first identifying assumption is that wind power is always supplied non-strategically at the

marginal cost of production. Thus, after wind plants are built, they generate wind power according to

how the wind blows. This is a key assumption in our theoretical framework as it makes individual and

aggregate supply of wind exogenous.

We calculate delta by geographically pairing local wind speeds with locations of wind plants and

the owning firms, and then calculate the amount of diversified firm-owned wind power production as

a share of total wind power production. If there is an error, and this systematically correlates with

variables in our model, we would get biased estimates.

Our second identifying assumption is that our delta variable is exogenous to our model. There

are three main ways in which this can be violated. Firstly, we could have reverse causality in which

delta depends on the dependent variable. However, wind speeds are clearly exogenous, determined by

the meteorological environment in the area at hand, meaning that delta should not depend on our

dependent variables.12 Secondly, we may have omitted variable bias in which unobservables in the error

term of the model correlate with delta. We include relevant control variables and fixed effects to capture

such effects. While many factors influence outcomes in an electricity market, we are unable to control

for them all. Thirdly, we may have measurement error in the way we construct the delta estimates.

We estimate firm level wind production by combining wind speed measurements with location and

ownership data of wind power plants, and then calculate delta as wind power production owned by

diverse firm as a share of total wind power. If there is an error, and this error systematically correlates

with variables in our model, we would get biased estimates. This identifying assumption is arguably

our strongest one, and will be one of our major discussion points in Section 7.

Our third identifying assumption is that our instrument in our IV specifications is valid. We have

argued why this should be the case in Section 5.2.2.

5.4 Data

We would ideally have used data on firms’ supply bids to investigate strategic behavior. While that

data is available on aggregate level for the whole Nord Pool market, it is unfortunately not available

at a zonal or firm level. Instead, we use data from Svenska Kraftnät on hourly actual production per

12While investment decisions and the locations of wind plants may be affected by the variables in our model, after those
decisions have been made, the amount of wind plants and their location in a zone is exogenous to market outcomes in
the short-run, since neither the number of plants nor their locations can be changed with short notice.

25



technology on zonal level, aggregating it to country level in the relevant cases (Svenska Kraftnät, 2019).

As discussed in Section 5.1, the underlying assumption for this approach is that strategic behavior in

day-ahead bidding translates to observable changes in market clearing quantities and prices.

Additionally, we would ideally have used firm level data on wind production to create our main

variable of interest, delta. This data is not available to us, and so we use granular data on wind

turbines and hourly wind speed data to estimate wind production on a firm level. We use data on all

wind power turbines in Sweden that have applied for renewable energy certificates (The Swedish Energy

Agency, 2019).13 Since such certificates grant extra income at little or no cost, we assume most market

actors apply for them. The data should thus contain most wind power plants built in Sweden, and

information on their commission date, owner, capacity, and location. From the Swedish Meteorological

and Hydrological Institute, we obtain historical hourly wind speed estimates from around 150 weather

stations from across the country (The Swedish Meteorological and Hydrological Institute, 2019).

We combine the two above data sources to estimate the hourly wind production in each plant, by

using the weather station closest to each plant. Both the wind power plant data and the weather data

contain information on which ”tätort” each observation belongs to. A tätort is defined by Statistics

Sweden as a town with at least 200 inhabitants, of which there are almost 2 000 in Sweden (Statistics

Sweden, 2018). We use this information to match wind plants and weather stations together in the

following way. We obtain shapefiles containing GIS layers with information on the location of each tätort

from Statistics Sweden (2019) and use this to find the centroid of each tätort. We make the simplifying

assumption that each wind power plant is located at the centroid in its corresponding tätort, and then

find the closest weather station using GIS software.

When estimating wind production, we follow The British Wind Energy Association (2005) and

assume that no electricity is produced when the wind speed is less than 3 m/s, or above 25 m/s.

In addition, plants produce at full capacity when the wind speed is above 15 m/s, and the amount

produced increases cubically between 3 m/s and 15 m/s. Since we have data on the ownership and

commission date of each plant, we may aggregate all wind production to the relevant level and for the

relevant group of firms for each hour. That is, we may create both zonal and countrywide estimates of

wind production by all diversified actors. We then compute our delta variable by dividing diversified

production by total wind production (on either zonal or country level). Because the detailed plant level

data on wind power plants is only available for Sweden, we have restricted our study to the Swedish

electricity market, which is part of the integrated Nord Pool market. This could be a potential source

of bias, something we will discuss further in Section 7.

We obtain bidding zone level data on hourly prices, forecasted demand, planned outages on trans-

mission lines, and weekly hydro inflow from Nord Pool (2019).14 Following Haldrup and Nielsen (2006),

we construct congestion dummies on specific transmission lines equal to one if the zone in question

has a higher price than the zone at the other end of the connection, and zero otherwise. As explained

in Section 2.1.2, this means that the higher-priced zone is import constrained from the lower-priced

13This is a subsidy that has been implemented by the Swedish government as an instrument to encourage investment
in renewable energy sources.

14Most of this data is available through the Nord Pool website. To obtain data for all years studied in this paper, data
needs to be accessed through the Nord Pool ftp server.
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zone. For example, c NO is equal to 1 if the price in SE3 is higher than that in NO1. Similarly, we

create planned outage dummies for each relevant transmission line equal to 1 if there is an implemented

planned outage on that line during an hour of observation.

Variable Mean St. Dev. Min Pctl(25) Pctl(75) Max

price (SEK) 307.49 124.30 0.00 239.13 355.05 2,573.41

hydro power (MWh) 7,657.09 2,597.97 1,345.72 5,715.69 9,676.03 13,694.21

thermal power (MWh) 864.76 530.73 108.80 356.80 1,298.32 3,642.32

wind power (MWh) 1,556.23 1,067.03 14.99 721.68 2,176.81 5,874.00

delta 0.10 0.10 0.00 0.05 0.12 0.71

c DK 0.06 0.24 0 0 0 1

c NO 0.30 0.46 0 0 1 1

pl DK 0.04 0.19 0 0 0 1

pl NO 0.02 0.14 0 0 0 1

nuclear power (MWh) 7,038.34 1,396.40 2,963.08 5,986.09 8,214.44 9,140.81

hydro inflow, weekly (GWh) 1,288.38 1,072.80 210.00 586.00 1,526.00 7,125.50

forecasted demand (MWh) 15,763.00 3,430.99 8,568.00 13,072.00 18,116.00 27,558.00

hydro power SE3SE4 (MWh) 1,340.45 497.19 262.21 939.63 1,723.68 2,569.01

thermal power SE3SE4 (MWh) 750.76 477.06 83.43 303.15 1,126.69 3,419.97

delta SE3SE4 0.10 0.10 0.00 0.05 0.11 0.56

c DK SE3SE4 0.005 0.07 0 0 0 1

c NO SE3SE4 0.02 0.14 0 0 0 1

nuclear power SE3SE4 (MWh) 7,038.34 1,396.40 2,963.08 5,986.09 8,214.44 9,140.81

forecasted demand SE3SE4 (MWh) 12,716.97 2,891.22 6,488.00 10,455.00 14,699.00 22,919.00

Table 2: Summary statistics.

We combine all the above sources to construct a dataset with hourly observations spanning from

2012 to 2018 inclusive, giving us 61 368 observations. However, some variables include a small amount

of missing values, reducing the effective number of observations depending on which specification is

used. All data cleaning, tidying and analysis is done in R (R Core Team, 2018).

Summary statistics for the used variables are presented in Table 2. Note that we use the same price

variable, the SE3 price, both in the zonal and countrywide case. We observe fairly large variation in

delta and short-term strategic generation (hydro power and thermal power) both on country- and zonal

level, indicating that there is potential for our proposed effect on both geographical levels. Note also

that average short-run strategic output constitutes about half of the average forecasted demand at the

country level and about a sixth at the zonal level. This difference is substantial and could imply varying

opportunities for short-term withholding at the two levels, but we should still be able to observe the

proposed effect in SE3SE4. In fact, a majority of all thermal power in Sweden is located in SE3SE4.

6 Results

In this section we present our results. We first study our baseline specification, which directly tests the

counteraction of the merit order. In the following subsection, we add external congestion for market

outcomes on the country level as another dimension in our analysis. Finally, in the last subsection we
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employ a switching regressions approach to study our hypotheses in periods of internal congestion in

Sweden.

6.1 The merit order effect and its counteraction

Table 3 presents estimates of our baseline model, which abstracts from congestion. In the first four

columns, we regress log price on log wind power and delta, adding fixed effects in columns 2 and 4

and restricting the sample to periods of no internal congestion in Sweden in columns 3 and 4. That is,

we restrict the sample to periods when the price is the same in all four zones. Columns 5 and 6 use

our preferred specification from column 4 but for log hydro power production and log thermal power

production as dependent variables, respectively.

log price log hydro log thermal

(1) (2) (3) (4) (5) (6)

log wind power −0.061∗∗∗ −0.062∗∗∗ −0.065∗∗∗ −0.067∗∗∗ −0.128∗∗∗ 0.075∗∗∗

(0.002) (0.002) (0.002) (0.002) (0.001) (0.002)

delta 0.402∗∗∗ 0.143∗∗∗ 0.383∗∗∗ 0.137∗∗∗ −0.196∗∗∗ −0.029
(0.019) (0.022) (0.021) (0.024) (0.013) (0.019)

Controls Yes Yes Yes Yes Yes Yes
FE - Hour - Hour Hour Hour
Observations 61,184 61,184 54,105 54,105 54,105 54,105

∗∗∗p < 0.01; ∗∗p < 0.05; ∗p < 0.1. Robust standard errors in parentheses

Table 3: Baseline delta regressions.

We begin by observing that there indeed seems to exist a merit order effect in the Swedish electricity

market - price is decreasing in the amount of wind power. In our preferred specification, a 1% increase in

the amount of wind power generated leads to a reduction in price by 0.067% on average. This translates

roughly to a 15% increase in wind power leading to a 1% decrease in prices, an economically significant

effect.

We next turn to our main variable of interest, the share of wind power production owned by diverse

producers - delta. We observe a positive and strongly significant effect in the first four specifications,

even though the magnitude is decreased by roughly a third when adding fixed effects. Note that delta

represents a share out of total wind power. Hence, as opposed to our logged variables which can be

interpreted as elasticities, we interpret our delta coefficients as the percentage change in the dependent

variable as a result of a 100 percentage point increase in delta. In our preferred specification in column

4, we see that for a given level of wind power, if delta goes from 0 to 1, we expect a 13.7% higher price.

That is, if we go from a situation where no wind power is owned by diverse producers to one where all

wind power is owned by such actors, we would expect to see 13.7% higher prices for a given level of

wind power. This is an economically significant effect, supporting our second theoretical prediction.

In column 5, hydro power is the dependent variable. We observe a negative coefficient on wind

power. The interpretation is that in general, less hydro power is produced in times of high wind power

production. This is to be expected due to the fact that hydro power generally is bid higher than wind
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power. A notable result is that this decrease in production depends on who owns the wind power

production. Specifically, for a given level of wind power, hydro power production would be 19.6% lower

if delta increased from 0 to 1, showing support for our first theoretical prediction. In column 6, we add

thermal power as our dependent variable. Here, the effect of wind power is in fact positive. Furthermore,

we find no significant effect for delta, indicating that thermal power is not used for strategic behavior

as a response to delta.

Overall, we find strong support for our second prediction, that delta has a positive effect on the

price in the market and therefore counteracts the merit order effect. We find indicative evidence that

this happens through the withholding of hydro power.

Our decision to restrict our sample to periods where there is no internal congestion in Sweden

warrants some further discussion. As argued in Section 5.2, this approach is appropriate, since only

then does our dependent variable, the bidding zone price for SE3, correspond to the correct geographical

level of our explanatory variables in every period. Note also that the number of observations is still

very large in the restricted sample, meaning that the resulting decrease in observations should not in

itself affect the results. Furthermore, the results for the two samples (in e.g. columns 2 and 4) are very

similar. We will henceforth use the restricted sample as our main one. In Section 6.4, we run the same

regressions with the full sample as a robustness check.

6.2 Incorporating external congestion

In this section we study the potential interaction effect between delta and external congestion. More

specifically, we look at two major transmission connections: one between Denmark and Sweden, and

one between Norway and Sweden. We begin by presenting the results for the specifications with price

as the dependent variable, and then present the results from using hydro and thermal power as the

dependent variables, respectively.
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log price

DK NO

OLS IV OLS OLS IV OLS

(1) (2) (3) (4) (5) (6)

log wind power −0.069∗∗∗ 0.055∗∗∗ −0.068∗∗∗ −0.049∗∗∗ −0.038∗∗∗ −0.067∗∗∗

(0.002) (0.021) (0.002) (0.002) (0.005) (0.002)

delta 0.134∗∗∗ 1.059∗∗∗ 0.133∗∗∗ −0.066∗∗ −0.731∗∗∗ 0.121∗∗∗

(0.024) (0.230) (0.024) (0.031) (0.163) (0.024)

c DK 0.070∗∗∗ −0.978
(0.014) (1.212)

pl c DK 0.099
(0.183)

c NO 0.169∗∗∗ 0.159∗∗∗

(0.006) (0.060)

pl c NO 0.118∗∗∗

(0.022)

delta × c DK −0.513∗∗∗ −18.405
(0.154) (15.277)

delta × pl c DK −0.739
(2.797)

delta × c NO 0.382∗∗∗ 1.638∗∗∗

(0.038) (0.303)

delta × pl c NO 0.567∗∗∗

(0.132)

First-stage F-stat C - 29.601 - - 214.212
First-stage F-stat delta× C - 23.524 - - 384.090
Controls Yes Yes Yes Yes Yes Yes
FE Hour Hour Hour Hour Hour Hour
Observations 54,105 52,838 52,838 54,105 53,953 53,953

∗∗∗p < 0.01; ∗∗p < 0.05; ∗p < 0.1. Robust standard errors in parentheses

Table 4: Delta and congestion, log price as dependent variable.

Table 4 shows the marginal effects that import constraints from Denmark (columns 1 to 3) and

Norway (columns 4 to 6) have on the effect of delta on Swedish electricity prices. These estimates are

shown in the last four rows of the main section of the table. For each transmission link, we present

OLS and IV estimates for the congestion variables, denoted by c, and OLS estimates for the alternative

planned outage-congestion variables, denoted by pl c.

The results indicate that the impact of congestion is very different for the different transmission

lines. According to our theoretical predictions, the interaction effect of delta and congestion should

have a positive effect on price, because diversified firms withhold relatively more generation in congested

periods. The reason for this is that the congestion leads to a smaller relevant market, which in turn

reduces the elasticity of demand so that withholding strategies become more profitable.

For the Norwegian transmission line, the estimated marginal increase of congestion on the effect

of delta on prices ranges between increases in price of 38.2% (OLS, column 4) to 163.8% (IV, column
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5), depending on specification and estimation method. The strong and significant effects support our

hypothesis of congestion increasing the effect positive effect of delta on prices. On the other hand, the

estimated effect of congestion on the Danish line is either a decrease in price of 51.3% (OLS, column 1)

or insignificant, thus contradicting our hypothesis of the effect of congestion.

The dramatically different results suggest that there may be qualitative differences to how the dif-

ferent transmission lines matter for the Swedish electricity market. We discuss this in further detail in

Section 7. There are also dramatic differences between the OLS results and IV results of our main spec-

ification (columns 1 and 2, and columns 4 and 5, respectively). Part of this may be due to endogeneity

in the OLS estimates, leading to downward bias. However, as discussed in Section 5.2.2, the IV method

estimates the local average treatment effect (LATE), whereas OLS estimates average treatment effects.

Since the congestion induced by planned outages is arguably more predictable, we should expect the

local average treatment effect estimated to be higher than the OLS estimates, but it is hard to say by

how much.

For comparison, we therefore include OLS results from the same specification but with our planned

outage-congestion variables (columns 3 and 6). These are defined as being equal to 1 when there is

congestion and planned outages on the relevant transmission line. For the Norwegian transmission line,

the estimated marginal effect of this congestion variable on the effect of delta on price is an increase

with 56.7%, compared to an increase with 38.2% in the original specification. This indicates that there

is some heterogeneity involved, and that congestion induced by planned outages has a higher effect on

prices than the average type of congestion. In turn, this provides a possible explanation for why the

estimated IV coefficients are so large.

Weak instrument tests confirm that the instruments used in the IV regressions are highly relevant -

F-statistics for both first-stage regressions are well above the rule of thumb of 10. Note, however, that

F-statistics for the Norwegian line specification are much higher than for the Danish line specification.

This could explain the high standard errors in the Danish line IV specification. The first-stage estimates

for all our IV specifications are available in Table 9 in Appendix B.

While not the main focus of this section, we also provide some comments on the main effects of

variables. In all specifications except that in column 2, we get negative coefficient estimates for wind

power, reaffirming the existence of the merit order effect in the Swedish market. Estimates of the main

effect of delta vary both with regard to magnitude and direction. While the coefficient on the main

effect of the congestion dummy could be indicative of general strategic behavior in periods of congestion,

it could also be a result of the nature of congestion, by which prices increase mechanically. Thus, we

do not analyze the results for this variable.
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log hydro power

DK NO

OLS IV OLS OLS IV OLS

(1) (2) (3) (4) (5) (6)

log wind power −0.123∗∗∗ −0.193∗∗∗ −0.126∗∗∗ −0.133∗∗∗ −0.117∗∗∗ −0.128∗∗∗

(0.001) (0.011) (0.001) (0.001) (0.003) (0.001)

delta −0.172∗∗∗ −0.572∗∗∗ −0.172∗∗∗ −0.176∗∗∗ −0.101 −0.199∗∗∗

(0.013) (0.126) (0.013) (0.017) (0.096) (0.013)

c DK −0.149∗∗∗ 1.157∗

(0.008) (0.662)

pl c DK 0.032
(0.101)

c NO −0.054∗∗∗ 0.151∗∗∗

(0.003) (0.035)

pl c NO 0.015
(0.012)

delta × c DK 0.547∗∗∗ 1.733
(0.085) (8.349)

delta × pl c DK 0.187
(1.537)

delta × c NO −0.037∗ −0.180
(0.021) (0.179)

delta × pl c NO 0.042
(0.073)

First-stage F-stat C - 29.601 - - 214.212
First-stage F-stat delta× C - 23.524 - - 384.090
Controls Yes Yes Yes Yes Yes Yes
FE Hour Hour Hour Hour Hour Hour
Observations 54,105 52,838 52,838 54,105 53,953 53,953

∗∗∗p < 0.01; ∗∗p < 0.05; ∗p < 0.1. Robust standard errors in parentheses

Table 5: Delta and congestion, hydro power production as dependent variable.

Next, we investigate if the effects on prices are driven by changes in short-term strategic output in

response to delta and congestion. We begin by focusing on hydro power. Table 5 presents the results

from the same specifications as in Table 4, but with the log of hydro power generation as the dependent

variable.

The results indicate that congestion does not impact the marginal effect of delta on withholding of

hydro power, contrary to our hypothesis. Only the main specification OLS estimates of the interaction

effect of delta and congestion are significant, but in the Denmark line specification it has an unexpected

sign (column 1) and in the Norway line specification (column 4) it is only significant at the 10% level.

Estimated effects of wind and delta are significant with the expected sign in all specifications except in

column 5, where the estimated effect of delta is not significant.
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log thermal power

DK NO

OLS IV OLS OLS IV OLS

(1) (2) (3) (4) (5) (6)

log wind power 0.072∗∗∗ 0.136∗∗∗ 0.075∗∗∗ 0.059∗∗∗ 0.038∗∗∗ 0.075∗∗∗

(0.002) (0.013) (0.002) (0.002) (0.004) (0.002)

delta −0.054∗∗∗ 0.421∗∗∗ −0.034∗ 0.090∗∗∗ 0.792∗∗∗ −0.008
(0.020) (0.141) (0.020) (0.025) (0.138) (0.020)

c DK 0.032∗∗∗ −0.483
(0.011) (0.741)

pl c DK −0.001
(0.148)

c NO −0.161∗∗∗ −0.260∗∗∗

(0.005) (0.051)

pl c NO −0.041∗∗

(0.018)

delta × c DK 0.470∗∗∗ −9.032
(0.125) (9.344)

delta × pl c DK 0.270
(2.259)

delta ×c NO −0.223∗∗∗ −1.545∗∗∗

(0.031) (0.257)

delta × pl c NO −0.719∗∗∗

(0.107)

First-stage F-stat C - 29.601 - - 214.212
First-stage F-stat delta× C - 23.524 - - 384.090
Controls Yes Yes Yes Yes Yes Yes
FE Hour Hour Hour Hour Hour Hour
Observations 54,105 52,838 52,838 54,105 53,953 53,953

∗∗∗p < 0.01; ∗∗p < 0.05; ∗p < 0.1. Robust standard errors in parentheses

Table 6: Delta and congestion, thermal power production as dependent variable.

Table 6 presents the results from our main specifications again, but with the log of short-term

strategic thermal power as the dependent variable. The results again show that the impact of congestion

on the effect of delta differs substantially for the Danish and Norwegian transmission lines.

Estimates of the interaction effect of delta and congestion for the Norwegian line are all negative

and strongly significant, and range between -22.3% and -154.5%. The marginal increase of congestion

on the effect of a unit increase in delta is thus a reduction in the amount of thermal output by 22.3%,

according to specification 4, and by 154.5%, according to specification 5. This supports our hypothesis

of congestion leading to larger effects of delta on withholding behavior of thermal generation. Danish

line congestion estimates either have an unexpected sign (column 1) or are insignificant. Again, OLS

and IV estimates for the main specification differ widely, with the planned outage-congestion estimate

in between. Just as for price, this indicates heterogeneity in the effect of congestion on thermal power

output. Estimates of the effect of wind on thermal output are positive, and delta main effect estimates
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vary both with regard to magnitude and direction.

Overall, our prediction of congestion pronouncing effects of delta is quite consistent in the specifica-

tions concerning the Norwegian transmission line but not consistent at all for the specifications with the

Danish lines. While we find support for increased withholding of thermal power with congestion from

Norway, we cannot say the same for hydro power. The differing results indicate that the effects of con-

gestion may be transmission-line specific, and we are therefore unable to draw any general conclusions

about our predicted interaction effect based on these results.

6.3 Internal congestion - an endogenous switching regressions approach

We now continue by studying internal congestion in Sweden - congestion between Swedish price zones.

As explained in Section 5.2.3, we do this using an endogenous switching regressions approach. Like

in the IV setting, we use price, hydro power, and thermal power as dependent variables. Because

the number of observations decreases dramatically with the different congestion configurations (see the

bottom of Table 7), we choose to not include any fixed effects in our switching regressions specifications,

as it would leave us with very few observations per possible value of the fixed effects variable.

log price

(1) (2) (3)

c = 0
log wind power −0.068∗∗∗ −0.067∗∗∗ −0.069∗∗∗

(0.002) (0.002) (0.002)
delta 0.453∗∗∗ 0.448∗∗∗ 0.430∗∗∗

(0.021) (0.021) (0.021)

c = 1
log wind power SE3SE4 −0.106∗∗∗ −0.186∗∗∗ −0.086∗∗∗

(0.013) (0.034) (0.012)
delta SE3SE4 −0.150 −0.274 −0.167∗∗

(0.097) (0.272) (0.082)

Congested from SE2 SE2,DK SE2,NO
Num. obs. 59, 616 57, 869 59, 616
Num. obs. c = 0 57, 868 57, 589 58, 420
Num. obs. c = 1 1, 748 280 1, 196
∗∗∗p < 0.01; ∗∗p < 0.05; ∗p < 0.1. Robust standard errors in parentheses

Table 7: Switching regressions, price as dependent variable.

Table 7 reports the results from our first switching regressions specification, with the log of price as

the dependent variable. The correct geographical level of our variables changes based on whether the

studied zone is congested or not, as determined by the selection equation. We report estimates for the

selection equations for all specifications in Appendix B. When c = 0, there is no internal congestion

and the relevant market is the whole of Sweden. For instance, in column 1, the effect of a unit increase

in delta is a 45 % increase in price. When c = 1, there is internal congestion, and the relevant market

is SE3SE4. In column 1, we do not find any significant effect from the zonal delta for SE3SE4.

Overall, the results indicate that internal congestion does not seem to increase the marginal effect

of delta on prices. For all three congestion configurations, the estimated effect of delta is lower for
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congested periods compared to the uncongested country level estimates. In fact, all three estimated

coefficients are either insignificant or in an unexpected direction, suggesting that the predicted effect

from delta does not exist on a zonal level. However, this could be due to the number of observations

being low in the congested state.

As discussed in Section 5.2.3, however, the most controlled way to test how congestion influences

the marginal effect of delta is to compare the effects of delta under unambiguously different degrees

of congestion in SE3SE4. In our case, the relevant comparisons are between congestion from SE2 and

congestion from SE2+DK, and between congestion from SE2 and congestion from SE2+NO1.15 None of

these estimates are statistically different from another, contradicting our hypothesis of a higher degree

of congestion increasing the marginal effect of delta.16

log hydro log thermal

(1) (2) (3) (4) (5) (6)

c = 0
log wind power −0.130∗∗∗ −0.128∗∗∗ −0.129∗∗∗ 0.052∗∗∗ 0.053∗∗∗ 0.052∗∗∗

(0.001) (0.001) (0.001) (0.005) (0.002) (0.002)
delta 0.126∗∗∗ 0.158∗∗∗ 0.133∗∗∗ −0.903∗∗∗ −1.044∗∗∗ −0.901∗∗∗

(0.012) (0.012) (0.012) (0.041) (0.019) (0.017)

c = 1
log wind power SE3SE4 −0.052∗∗∗ 0.064∗∗ −0.033∗∗ −0.049∗∗∗ −0.105∗∗∗ −0.039∗∗∗

(0.009) (0.027) (0.014) (0.008) (0.026) (0.012)
delta SE3SE4 −0.214∗∗∗ 0.045 −0.171∗ −0.384∗∗∗ −0.357∗ −0.516∗∗∗

(0.071) (0.220) (0.090) (0.056) (0.211) (0.085)

Congested from SE2 SE2,DK SE2,NO SE2 SE2,DK SE2,NO
Num. obs. 59, 616 57, 869 59, 616 59, 616 57, 869 59, 616
Num. obs. c = 0 57, 868 57, 589 58, 420 57, 868 57, 589 58, 420
Num. obs. c = 1 1, 748 280 1, 196 1, 748 280 1, 196
∗∗∗p < 0.01; ∗∗p < 0.05; ∗p < 0.1. Robust standard errors in parentheses

Table 8: Switching regressions, hydro power or thermal power as dependent variables.

Table 8 reports results from the switching regressions specifications using hydro power and thermal

power as dependent variables. For hydro power generation, the results suggest that congestion may have

a negative marginal effect on the effect of delta on withholding, as delta estimates under congestion in

the SE2 and SE2+NO cases are stronger than the uncongested estimates. This supports our prediction

that congestion pronounces the effect of delta on withholding. Again, the most relevant comparison

to make is that between estimates of differently congested states. We find that no such estimate is

significantly different from another, indicating that the degree of congestion into SE3SE4 does not

matter for how hydro power is strategically withheld with regard to delta, and thus contradicting our

hypothesis.

For thermal power, none of the delta estimates under congestion are of higher magnitude than their

uncongested counterparts. Furthermore, none of the delta estimates under congestion are statistically

15We cannot certainly say how the degree of congestion differs between SE2+DK and SE2+NO1. It could, however,
shed light on the relative importance of each transmission line for the Swedish market.

16To test this, we use the test for comparing coefficients from different regression models provided by Clogg, Petkova,
and Haritou (1995).
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different from another, suggesting that the degree of congestion in SE3SE4 does not affect the impact

of delta on thermal power withholding.

To conclude, we find little support for our theoretical prediction that the effect of delta is pronounced

in periods of congestion when the analysis is done on a zonal level. We discuss possible reasons for this

in Section 7.

6.4 Robustness checks

In order to understand how sensitive our results are to the specifications used, we perform several

robustness checks. These are available in Appendix B. We begin by including some results that are

excluded from our baseline model estimates in Table 3. Specifically, we estimate columns 5 and 6 where

hydro power and thermal power are dependent variables in a similar progression to that in column 1 to

4. That is, we test how sensitive the results are to the inclusion of fixed effects and to the usage of the

unconstrained sample. The results are available in Table 12 and Table 13. Results are mainly consistent

with those estimated earlier. However, two notable exceptions exist. Firstly, delta in fact has a positive

effect on hydro output without fixed effects, indicating that hydro output has significant time-pattern

invariant effects. This is supported also by the positive delta estimates for the uncongested case in the

switching regressions specification in Table 8, where we excluded fixed effects. Secondly, the coefficient

on delta is significant and negative in the specifications where the full sample is used for thermal power

as the dependent variable. This is consistent with the fact observed in our study of congestion, which

suggests that thermal is withheld in periods of congestion.

Our second robustness check is done by including monthly fixed effects in addition to the hourly

fixed effects in our main specifications. We estimate the specifications of Table 3 and 4 again with this

modification, and as can be seen in Table 14 and 15, we find largely similar results. This indicates that

our more parsimonious model with hourly fixed effects is sufficient.

7 Discussion

We begin by summarizing the results from the previous section. Firstly, we find strong evidence of a

merit order effect in the Swedish market - as the supply of wind power increases, prices fall. Secondly,

we find strong evidence of delta counteracting the merit order effect - for a given level of wind power, an

increase in the diversified firms’ share of wind power leads to higher prices. We find a strong negative

effect of delta on hydro power generation but no significant effect of delta on thermal power generation.

This indicates that the channel through which the counteracting effect happens is through diversified

firms’ strategic withholding of hydro power. We thus confirm our second theoretical prediction about

delta counteracting the merit order effect on price, and partly confirm our first hypothesis about the

withholding behavior that drives the effect: a higher delta makes diversified firms withhold hydro power

but has no effect on thermal power.

Our last prediction states that congestion should pronounce the found counteraction effect. We test

this in two ways: on country level for external congestion and on zonal level with internal congestion
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between zones within Sweden. These results are inconclusive. For the transmission line from Norway,

we find that the counteraction effect is pronounced by congestion and that this seems to be driven by

the withholding of thermal production. For the transmission lines from Denmark, we cannot conclude

that the addition of congestion alters the effect of delta on prices or withholding behavior in any way.

Similarly, we cannot conclude that increased congestion into the combined SE3SE4 zone in Sweden

increases the effect of delta on market outcomes.

A plausible reason for why the effect of delta seems to be lower in congested zones than in the whole

of Sweden, contrary to our predictions, is that the internal congestion reduces the amount of short-term

strategic capacity in the relevant market, so that it becomes more difficult to use withholding strategies

in that market. In Sweden, much of the short-term strategic capacity is made up of hydro power, which

is located in the northern Swedish zones SE1 and SE2. When the whole of Sweden is still the relevant

market, such capacity can be used to influence the price for the whole country. As expected, the ability

to do so seems to increase as Sweden becomes congested from neighboring countries. In the case of the

smaller relevant market consisting of the congested combined zone SE3SE4, however, this hydro power

can no longer influence prices on the margin. The only capacity left to use strategically is then the

relatively small capacity of short-term strategic thermal power in the two zones and thus the ability to

drive prices up is limited.

The above discussion highlights a potential issue with out theoretical framework. It is likely that

the relationship between different generation technologies changes when going going from the country

level to a zonal level. This could affect our results, but it is difficult to assess to what extent or

in what direction without explicitly accounting for how the technology mix changes with different

configurations of congestion. This highlights the need for theoretical developments in this area that

considers congestion more explicitly. Furthermore, in this thesis we focus on exogenous congestion since

we are interested in the marginal effect of delta on withholding strategies in a smaller relevant market,

and not in potential strategies to actually induce that smaller market per se. However, as previous

studies have shown, strategic actors may have incentives to induce congestion. This adds another

dimension in which we may observe strategic behavior, and one which may interact with the effect of

delta on withholding behavior.

Trhee peculiarities of our results are worth discussing a bit more. Firstly, the interaction effect of

delta and congestion is consistently stronger for the Norwegian transmission link than for the Danish

ones. This could be due to peculiarities of our data. While our instrumental variable is highly relevant

for congestion on the Danish lines, it is much more relevant for the Norwegian line, which in turn could

lead to the different results in the IV estimates - this is supported by the generally lower standard

errors on the Norwegian congestion variables. Furthermore, in the internal congestion setting the

number of observations where SE3SE4 is congested from both SE2 and Denmark is much lower than for

congestion from both SE2 and Norway - 280 observations compared to 1196. This is likely to drive part

of the difference. Another possible explanation for the difference is that the transmission lines affect the

Swedish market in such different ways that the implications of congestion on them are simply inherently

different. Norway and Denmark have different generation portfolios and therefore some heterogeneity is
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expected, but it is hard to say to what extent. Extending our approach to the whole Nord Pool market,

or simulating the entire market and investigating the interplay of heterogeneous generation portfolios

and transmission links under different market structures, would help with understanding this.

Secondly, some of the delta main effect estimates are not very robust to the inclusion of the inter-

action of delta and congestion. For instance, the main effect of delta on price becomes negative when

including congestion from Norway in the IV regression. A plausible explanation for this is that the

congestion effect in fact drives a large part of the general effect of delta that we find when excluding

congestion. Thus, when explicitly accounting for congestion in our specifications, these variables capture

the majority of the effect and the general delta effect becomes negative or insignificant. As discussed in

Section 3, the exercise of market power has been found to vary strongly with congestion. Thus, while

negative effects of delta on price are in themselves unexpected, the fact that the main effects change

quite a lot with the inclusion of the interaction effects is to be expected and emphasizes the importance

of accounting for congestion to understand electricity market dynamics.

Thirdly, we find indicative evidence of heterogeneous effects of delta on hydro power and thermal

power, respectively, and we find that the delta-congestion interactions affect hydro and thermal output

in different ways. In the general Sweden-wide specification, we find a strong negative effect of delta on

hydro while the effect of the delta-congestion interaction is inconclusive. For thermal power, we find

no Sweden-wide effect but fairly consistent negative effects of the delta-congestion interaction. This

indicates that hydro power is used more for withholding in uncongested periods, and thermal power in

congested periods, following increases in delta. This is an important result that warrants closer studies.

7.1 Internal and external validity

In this section, we discuss the internal and external validity of our results. We begin with the former,

where we assess if the methods we have used to produce evidence allow us to make causal inference in

an appropriate way. We will do this by both discussing the validity of our identifying assumptions and

the appropriateness of the methods chosen.

We begin by discussing our first identifying assumption, which is that wind power is always supplied

non-strategically. In principle, there could be situations in which not all potential capacity for wind

power is used. If an actor is sufficiently large, there could be potential for driving up market prices by

withholding wind power. However, if there are other technologies in that firm’s portfolio, it would be

rational to withhold such output before any wind power, since they have higher marginal costs. Thus,

we should only expect this type of withholding from firms that solely own wind. To our knowledge,

there is no firm in Sweden with such a portfolio that is large enough to be thought of as a strategic

actor.

Next, we turn to our second identifying assumption which is that our delta variable is exogenous.

The important potential sources of endogeneity for our delta estimates are omitted variable bias, reverse

causality and measurement error, and we now discuss them in turn. While we include relevant control

variables and fixed effects that capture unobserved time-pattern invariant effects, we are unable to

control for all possible confounders. One potential major concern that we have abstracted from in our
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analysis is that the Swedish electricity market is a part of the integrated Nord Pool market. If what

happens in these markets affects market outcomes in Sweden and is correlated with delta, we would

have omitted variable bias. For instance, consider the scenario where wind speeds are weak in Sweden

in general but strong in one area where diversified firms own a lot of the wind plants. Then the value of

delta in that region would largely determine the value of delta of the whole country. If wind speeds in

that area are correlated with wind speeds in some other unobserved market in Nord Pool, a potential

merit order effect in this outside market could drive system prices down, making our delta capture that

effect. If this scenario happens systematically in some way, our estimates for delta could then be biased.

Note however, that if there is indeed a counteraction of the merit order effect by diversified firms, we

would expect this to happen in other markets outside Sweden as well, limiting the amount of bias such

a scenario could cause. Furthermore, in periods with congestion the market effectively becomes smaller.

This enables more precise identification since markets outside the congested zone become irrelevant,

limiting the potential bias from their omission in our model.

Another possible issue is that of reverse causality between delta and market outcomes. While this

should not be the case in the short run when investment is taken as given, in the longer run it could

be that past market outcomes are driving future investment behavior. This is a complex issue that we

have abstracted from and that could potentially bias our results. Some previous work has characterized

electricity markets as a two-stage game where investment behavior affects spot market behavior and

vice versa (see e.g. Bushnell and Ishii, 2007). Future research should investigate incentives to investing

in wind power, and how these differ for different types of firms.

The last part of the exogeneity assumption is that delta does not contain any systematic measure-

ment error. In our estimation of the wind production on plant level we indirectly assume that the only

thing that matters for production output is wind speed. However, in reality several other factors may

affect it. One potential issue is that the weather station data is measured at a height of 10 meters

above ground level, while many wind turbines are located up to a 100 meters above ground. However,

adjusting for this would just consist of multiplying our estimates by a constant. This is true since we

lack height data on the individual plants (meaning that we would need to use the height of a standard

wind power plant as a proxy). This would not affect any results in our analysis. Another issue is

that there will inevitably be some loss due to inefficiencies in the turbine or in the transmission lines.

What matters is that any such omitted variable is not systematically correlated with our main signal,

wind speed. This would be the case, for instance, if the loss factor is increasing in the wind speed.

Analysing this further is beyond the scope of this paper, but we argue that for our purposes, the signal

obtained from our delta variable is satisfactory. Future studies on this topic should explore using more

sophisticated estimation methods. If actual production is available for some wind power plants, this

can be used as training data for usage in advanced prediction methods.

Our third identifying assumption is that the instrument in our IV specifications is valid. We have

argued that planned outages should affect our outcome variables through no other channel than the fact

that it increases the probability of congestion. In general, planned outages really only have an effect

on market outcomes if they induce congestion - if not all transmission capacity is used, the reduction
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in transmission capacity will have no effect. While this should hold most of the time, one could

imagine instances where this assumption could be violated. It could be the case that actors adjust their

bidding behavior in response to announcements about planned outages to actively induce congestion by

withholding production. However, given that one of the main goals of the system operator is to ensure

system stability and minimize costs due to congestion, they should take the risk of such behavior into

account when deciding appropriate periods to perform maintenance work, e.g. by avoiding peak hours

of demand. Since planned outages are evenly spread across hours and weekdays, this indicates that

they do not take such behavior into account. Hence, this supports our exclusion restriction argument.

One potential issue with our methods is the fact that we use aggregate market outcomes. Many

previous studies in the field use individual firm data, either bid curves or cost data, to make inference

about strategic behavior. Instead, we use market prices and aggregate production of certain technologies

as dependent variables. One possible problem is that such variables also contain the output of small

fringe firms with no potential for market power. We make two points in response to this. Firstly, a

large portion of total capacity is owned by our diverse firms, giving us a good enough signal. Secondly,

assuming that no fringe actors would try to exercise market power, we would expect them to produce

at a greater percentage of their installed capacity than strategic firms do. Thus, this issue should make

our estimates conservative, reducing the risk that our results are false positives. Similarly, we have

abstracted from the other markets that open after the day-ahead market (see Appendix A for details).

While all markets could matter for firm behavior on the day-ahead market, the fact that the day-ahead

market constitutes 98% of the total volume of electricity traded on Nord Pool means that our results

should not suffer in any significant way from this simplification.

Next, we discuss external validity, which is the generalizability of our results. The results for our

main variable of interest, delta, should be expected to exist in other markets with a similar structure to

the Swedish market. That is, the effect should exist in markets characterized by large actors with the

potential for market power, that also own diverse portfolios with both renewable energy and short-term

strategic production. Similar effects have been found by Butner (2019) and Genc and Reynolds (2019)

in two markets in North America.

However, when it comes to the interaction effect between delta and congestion, we argue that

our results have less external validity. This is to be expected, since each electricity market is vastly

different in terms of bidding zone configurations, production technology mix in each such zone, and

the transmission capabilities between them. This is exemplified by the results in our paper, which are

vastly different for congestion from Denmark and Norway. However, we do believe that our results

indicate that congestion in general matters when studying the effect of ownership of renewables on

market outcomes.

8 Conclusion

In this thesis, we have analyzed whether the ownership of renewable power generation matters for

market outcomes. Specifically, we test the hypothesis that if firms with diversified generation portfolios

own wind power generation, they withhold generation from higher-cost technologies to counteract the
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negative effect of renewable generation on prices. Furthermore, we test if such behavior is pronounced

in periods of congestion in the transmission grid. We test this empirically on a novel dataset combining

detailed wind power plant data, local wind speeds and market outcome data.

Our results indicate that an increase in the share of wind power that is supplied by diverse firms

leads to an increase in strategic withholding of short-term strategic generation and an increase in

prices, supporting our main hypotheses. Regarding congestion, we cannot conclude that it changes the

marginal effect of delta in general. However, we do find such evidence for certain transmission lines and

generation technologies, indicating that congestion in some circumstances may increase the potential

for the strategic firm behavior that is proposed in this paper.

Our results have two major limitations. Firstly, due to data availability we are only able to study

the Swedish electricity market, which in fact is a part of the integrated Nordic market. This may

potentially bias our results. Secondly, we use aggregate market outcomes to study the effect of firm

level strategic behavior. This should result in more conservative estimates and may also cause us to

miss important nuances in firm behavior.

Our general results on the effect of delta have important policy implications. While renewable

sources of electricity indeed seem to reduce electricity prices, induced withholding behavior of diver-

sified generation firms may lead both to market inefficiencies and wealth transfers from consumers to

firms. This has direct implications both for welfare and distributional effects of the electricity market.

Additionally, withholding behavior may compromise the stability of the electricity grid, the dependabil-

ity of which is crucial for all sectors of the economy. Given the goal of increasing the share of renewable

power in both Sweden and around the world, these issues are likely to grow in importance. Our results

have implications for the optimal design of renewable electricity support schemes. Should, for instance,

all firms receive the same degree of support, regardless of their existing generation portfolio? With

regard to congestion, our inconclusive but suggestive findings highlight the importance of market op-

erators and authorities to properly understand how the effects of transmission constraints on market

outcomes may change with new generation technologies.

Our thesis highlights the need for further research in several directions. Firstly, we suggest our

approach is used with actual bidding data. While we confirm our main hypotheses for aggregate

level market outcomes, understanding exactly which types of diversified firms that strategize in their

bidding, and how they do so, is important for appropriate policy-making. We therefore suggest our

approach is adapted to markets and periods for which firm level bidding data is available. Similarly,

exact measures of wind power generation per firm would yield more accurate delta figures, which

would improve the reliability of the results. Secondly, we suggest our approach is used for studying

an entire integrated electricity market. While our geographical limitation to Sweden is necessary due

data limitations, studying the whole relevant market is important to fully understand the mechanisms

driving market outcomes. This is especially true regarding the dynamics of congestion, as emphasized

by our inconclusive results about its effects. Studies of renewable power ownership that estimate the

effects of congestion in an entire integrated market, or explicitly model its impact under different market

structures, are interesting directions for future research.
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A Electricity market details

A.1 The intraday market

The intraday market opens the same day as, and closes one hour prior to the delivery of the electricity is

due. Trading on the intraday market is continuous, much like on a stock exchange. It is used primarily

by commercial actors to balance new, better predictions of their possibility to deliver as assigned by

the day-ahead market. For instance, a plant may break down and require the firm to procure electricity

on the intraday market by a producer with spare capacity. Similarly, the wind may blow stronger than

expected and may leave a producer with excess capacity that it can sell on the intraday market. For

retailers, the opposite reasoning holds. If a retailing firm realizes that temperatures will be higher than

expected and thus less electricity will be needed than it asked for on the day-ahead market, it can sell

off electricity on the intraday market. And if the retailing firms realize it needs more generation, it can

buy from a producer with spare capacity (Nord Pool, n.d.).

A.2 The balancing market

After the intraday market closes, the balancing market opens. All transactions in the balancing market

consists of the TSO on one side and a commercial actor on the other side. Each commercial actor that

is involved in a transaction on the balancing market (with the TSO) either cannot deliver electricity

as assigned by the day-ahead market, or has short-term flexibility in their insertion or extraction of

electricity in the grid (either they have spare capacity or are able to quickly reduce their electricity

consumption). If an actor cannot deliver as assigned in the day-ahead market, they will have to either

buy their missing electricity from the TSO or sell their excess generation to the TSO. The TSO then

sells/buys this electricity to another actor, the one with short-term flexibility. This means that even

though one or many actors may deviate from their assigned levels of extraction/insertion, the TSO will

be able to keep the grid stable by balancing the over-/underproduction by a corresponding adjustment

made by another firm. Such firms in advance submit bids about their short-term flexibility to the

TSO and are called upon when balancing is needed. The deviating firm is paid/have to pay a less

favorable price than the balancing firm is paid/have to pay, thus firms are incentivized to balance their

insertion/extraction into the grid, but also to provide short-term flexibility if they are able to do so.
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B Additional estimates

B.1 First-stage estimates

c DK delta × c DK c NO delta × c NO

(1) (2) (3) (4)

log wind power 0.052∗∗∗ 0.004∗∗∗ −0.086∗∗∗ −0.009∗∗∗

(0.001) (0.0001) (0.002) (0.0004)

delta 0.287∗∗∗ 0.035∗∗∗ −0.018 0.520∗∗∗

(0.015) (0.001) (0.026) (0.004)

pl DK −0.057∗∗∗ −0.003∗∗∗

(0.009) (0.001)

pl NO 0.217∗∗∗ −0.024∗∗∗

(0.020) (0.003)

delta × pl DK 0.168∗∗ −0.0004
(0.069) (0.006)

delta × pl NO 0.294∗∗ 0.446∗∗∗

(0.133) (0.020)

Controls Yes Yes Yes Yes
FE Hour Hour Hour Hour
Observations 52,838 52,838 53,953 53,953

∗∗∗p < 0.01; ∗∗p < 0.05; ∗p < 0.1. Robust standard errors in parentheses

Table 9: First-stage estimates from instrumental variable approach.
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B.2 Selection equation estimates

log price

(1) (2) (3)

pl SE2 0.304∗∗∗ −0.133∗∗ 0.496∗∗∗

(0.022) (0.062) (0.026)
pl DK 0.615∗∗∗

(0.070)
pl NO 0.344∗∗∗

(0.061)

sigma1 0.402∗∗∗ 0.404∗∗∗ 0.403∗∗∗

(0.001) (0.001) (0.001)
sigma2 0.743∗∗∗ 0.359∗∗∗ 0.287∗∗∗

(0.034) (0.045) (0.011)
rho1 −0.161∗∗∗ −0.136∗∗∗ −0.196∗∗∗

(0.022) (0.039) (0.020)
rho2 −0.917∗∗∗ −0.504∗∗ −0.260∗

(0.013) (0.201) (0.143)

Congested from SE2 SE2,DK SE2,NO
Num. obs. 59, 568 57, 869 59, 568
Num. obs. c = 0 57, 822 57, 589 58, 374
Num. obs. c = 1 1, 746 280 1, 194
∗∗∗p < 0.01; ∗∗p < 0.05; ∗p < 0.1. Robust standard errors in parentheses

Table 10: Selection equation estimates for endogenous switching regression approach with price as

dependent variable.

log hydro log thermal

(1) (2) (3) (4) (5) (6)

pl SE2 0.309∗∗∗ −0.292∗∗∗ 0.435∗∗∗ 0.308∗∗∗ −0.429∗∗∗ 0.460∗∗∗

(0.022) (0.058) (0.025) (0.022) (0.064) (0.020)
pl DK 0.702∗∗∗ 0.590∗∗∗

(0.069) (0.076)
pl NO 0.316∗∗∗ 0.123∗∗∗

(0.063) (0.037)

sigma1 0.225∗∗∗ 0.227∗∗∗ 0.225∗∗∗ 0.794 0.359∗∗∗ 0.375∗∗∗

(0.001) (0.001) (0.001) (0.534) (0.001) (0.001)
sigma2 0.284∗∗∗ 0.248∗∗∗ 0.306∗∗∗ 0.719∗∗∗ 0.307∗∗∗ 0.662∗∗∗

(0.011) (0.014) (0.007) (0.013) (0.041) (0.027)
rho1 −0.021 0.674∗∗∗ −0.064 0.990 −0.295∗∗∗ 0.925∗∗∗

(0.074) (0.028) (0.054) (10.161) (0.041) (0.005)
rho2 0.239 −0.130 0.071 0.990∗∗∗ −0.669∗∗∗ 0.952∗∗∗

(0.150) (0.336) (0.189) (0.001) (0.127) (0.007)

Congested from SE2 SE2,DK SE2,NO SE2 SE2,DK SE2,NO
Num. obs. 59, 616 57, 869 59, 616 59, 616 57, 869 59, 616
Num. obs. c = 0 57, 868 57, 589 58, 420 57, 868 57, 589 58, 420
Num. obs. c = 1 1, 748 280 1, 196 1, 748 280 1, 196
∗∗∗p < 0.01; ∗∗p < 0.05; ∗p < 0.1. Robust standard errors in parentheses

Table 11: Selection equation estimates for endogenous switching regression approach with quantity as

dependent variable.
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B.3 Robustness checks

log hydro power

(1) (2) (3) (4)

log wind power −0.122∗∗∗ −0.122∗∗∗ −0.128∗∗∗ −0.128∗∗∗

(0.001) (0.001) (0.001) (0.001)

delta 0.058∗∗∗ −0.165∗∗∗ 0.041∗∗∗ −0.196∗∗∗

(0.011) (0.012) (0.012) (0.013)

Controls Yes Yes Yes Yes
FE - Hour - Hour
Observations 61,184 61,184 54,105 54,105

∗∗∗p < 0.01; ∗∗p < 0.05; ∗p < 0.1. Robust standard errors in parentheses

Table 12: Baseline model, different modifications with hydro power as dependent variable.

log thermal power

(1) (2) (3) (4)

log wind power 0.065∗∗∗ 0.077∗∗∗ 0.061∗∗∗ 0.075∗∗∗

(0.002) (0.002) (0.002) (0.002)

delta −1.064∗∗∗ −0.111∗∗∗ −1.069∗∗∗ −0.029
(0.018) (0.018) (0.020) (0.019)

Controls Yes Yes Yes Yes
FE - Hour - Hour
Observations 61,184 61,184 54,105 54,105

∗∗∗p < 0.01; ∗∗p < 0.05; ∗p < 0.1. Robust standard errors in parentheses

Table 13: Baseline model, different modifications with thermal power as dependent variable.

log price log hydro log thermal

(1) (2) (3) (4) (5) (6)

log wind power −0.061∗∗∗ −0.053∗∗∗ −0.065∗∗∗ −0.056∗∗∗ −0.121∗∗∗ 0.014∗∗∗

(0.002) (0.002) (0.002) (0.002) (0.001) (0.001)

delta 0.402∗∗∗ 0.090∗∗∗ 0.383∗∗∗ 0.081∗∗∗ −0.242∗∗∗ −0.048∗∗∗

(0.019) (0.020) (0.021) (0.022) (0.013) (0.013)

Controls Yes Yes Yes Yes Yes Yes
FE Hour, Hour, Hour, Hour, Hour, Hour,

Month Month Month Month Month Month
Observations 61,184 61,184 54,105 54,105 54,105 54,105

∗∗∗p < 0.01; ∗∗p < 0.05; ∗p < 0.1. Robust standard errors in parentheses

Table 14: Baseline model with month and hour fixed effects.

49



log price

OLS IV OLS OLS IV OLS

(1) (2) (3) (4) (5) (6)

log wind power −0.058∗∗∗ 0.030∗ −0.059∗∗∗ −0.044∗∗∗ −0.025∗∗∗ −0.057∗∗∗

(0.002) (0.017) (0.002) (0.002) (0.008) (0.002)

delta 0.070∗∗∗ 0.978∗∗∗ 0.070∗∗∗ −0.135∗∗∗ −1.006∗∗∗ 0.062∗∗∗

(0.022) (0.188) (0.023) (0.029) (0.156) (0.023)

c DK 0.060∗∗∗ −0.571
(0.013) (1.173)

pl c DK 0.161
(0.168)

c NO 0.136∗∗∗ 0.243∗∗

(0.005) (0.111)

pl c NO 0.080∗∗∗

(0.020)

delta × c DK −0.225 −19.450
(0.142) (13.472)

delta×pl c DK −0.456
(2.564)

delta×c NO 0.355∗∗∗ 1.917∗∗∗

(0.035) (0.290)

delta×pl c NO 0.533∗∗∗

(0.121)

Controls Yes Yes Yes Yes Yes Yes
FE Hour, Hour, Hour, Hour, Hour, Hour,

Month Month Month Month Month Month
Observations 54,105 52,838 52,838 54,105 53,953 53,953

∗∗∗p < 0.01; ∗∗p < 0.05; ∗p < 0.1. Robust standard errors in parentheses

Table 15: External congestion model with month and hour fixed effects.
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