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Nearly four decades later: Is accounting still useful in predicting business failure?  

Abstract: 

With the aim of examining whether accounting-based failure prediction models still can 

be used effectively, this thesis investigates how well prediction models classify a 

modern sample of firms applying IFRS. In doing so, this thesis anchors on the Skogsvik 

(1987) study and performs a three-step plan. The first step tests the robustness of the 

original Skogsvik (1987) model. The second step recalibrates the coefficients in the 

Skogsvik model to assess how the relative importance of each financial ratio has 

changed. In step three an entirely new failure prediction model, the Haglund and 

Olufsen (2021) model, is created to see which financial ratios best predict firm failure 

in a modern context. The sample of firms used to generate the model consists of Nordic 

manufacturing firms. Probit analysis was performed from one year before failure up to 

five years before failure on a sample of 388 survivor firms and 52 failure firms in the 

time period 2005-2021. The results indicate that the original Skogsvik (1987) model 

works well in the shorter prediction span, while one must recalibrate or create a new 

model in order to get a high predictability in the longer prediction span. We conclude 

that accounting information still can be used effectively in predicting business failure 

under IFRS, as the error rates in the models generated are similar to those in Skogsvik 

(1987). However, the compositions of the models are to a large extent different. 

Therefore, we conclude that business failure prediction models must mirror the business 

environment of the firms they examine.  
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1. Introduction 

"It's hard to make predictions - especially about the future." 

-Niels Bohr (Ellis, 1970, p. 431) 

 

In the 1960s, the business failure prediction domain emerged with the ground-breaking studies 

of Beaver (1966) and Altman (1968). The Beaver study was the first to incorporate financial 

ratios in a business failure setting in his univariate model. While the Altman study was not the 

first of its kind, the innovative aspect was the incorporation of multiple financial ratios into one 

model for the predictions. In the Nordics, the Skogsvik (1987) model predicted business failure 

on a Swedish sample of manufacturing firms. The studies found financial ratios to be useful 

predictors. However, several studies from the turn of the millennium (c.f. Brown, 1999; Francis 

& Schipper, 1999; Lev & Zarowin, 1999) pointed towards a declining decision relevance of 

accounting information since the earlier studies. Different studies cite different reasons, but 

there seems to be three main themes affecting the decision relevance of accounting. These 

themes are changes in business models, changes in accounting regimes and macroeconomic 

factors. 

 

One big difference in today's business models compared to those of the 1960s-1970s is the high 

share of intangible assets (intangibles). Intangible assets can be defined as assets that are not 

physical in nature. Ponemon Institute (2020) calculated that the total tangible assets of all S&P 

500 firms in 1975 were 0.59 trillion USD and that the total intangible assets were 0.12 trillion 

USD. By 2018, intangible assets were 21.03 trillion USD and tangible assets were 4 trillion 

USD. Studies have shown that the rise of intangible assets has negatively affected the value 

relevance of accounting (c.f. Brown, 1999; Francis & Schipper, 1999; Lev & Zarowin, 1999). 

The main reason cited for this effect is that intangibles are harder to value than tangibles.  

 

A major change in the accounting regime since the 1960s-1970s is the implementation of the 

International Financial Reporting Standards (IFRS). The standards have homogenized financial 

accounting in European countries. Also, it has put an increased emphasis on fair value 

accounting compared to for instance the Swedish GAAP (SGAAP), which among other things 

increases the volatility in the financial statements.   

 

As for the macroeconomic environment, inflation and interest rates in the Nordics have gone 

from double digits in the 1980s to close to zero in the 2010s. One practical implication of the 

lower interest rate level is that it has become cheaper to employ high leverage. For the lower 

inflation, one practical implication is that the amounts generated by historical cost accounting 

(HCA) are closer to what would be generated by current cost accounting (CCA). However, the 

effects of the lower interest and inflation levels on failure predictability are less explored.  
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Figure 1: Development of inflation and interest rates from 1970 to date (Based on 

rates from Statistiska Centralbyrån (2021; n.d.))  

 

This thesis will examine whether accounting-based failure prediction models still can be used 

effectively on a modern sample of firms applying IFRS. In addition, it will be examined whether 

the prediction relevance with regard to business failure has improved or deteriorated over the 

last roughly 40 years. There are several practical advantages of being able to predict business 

failure. Practitioners that adequately incorporate failure risk in their investment assessments can 

come closer to the fair value. Researchers can test the robustness of previous business 

failure/bankruptcy prediction models or assess whether new factors affect failure risk. In terms 

of sample firms, looking at Nordic manufacturing firms is of interest as the results of the 

Skogsvik (1987) study could be used as a reference of the ratios’ predictive power. In this thesis 

a three-step plan will be performed. In step one, a test of Skogsvik’s (1987) original failure 

prediction model on the modern sample will be conducted. This is done in order to test the 

robustness of the Skogsvik model. In step two, a recalibration of the coefficients in Skogsvik’s 

prediction model will be executed. This is done in order to assess whether the financial ratios 

have gotten less or more weighting and thereof importance in the model. In step three an entirely 

new failure prediction model will be created to see which financial ratios best predict firm 

failure in a modern context. 

 

The rest of the thesis will be structured in the following way. In part 2 there will be a review of 

the literature regarding the decision relevance of accounting and business failure prediction, 

and the regulatory background. In part 3 the methodological choices of this thesis will be 

explained. Part 4 describes the firm sampling and sample characteristics. Part 5 shows the 

results of the analysis. In part 6, the results from part 5 are discussed. Lastly, in part 7, we will 

draw some concluding remarks.  
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2.  Literature review and regulatory background 

2.1  Decision relevance of accounting 

The foundation of exploring the decision relevance of accounting in predicting business failure 

was laid out in the study by Beaver (1966), which examined financial ratios of surviving and 

failing firms over a five-year period - in the failing firm case the five years prior to failure. 

Financial ratios were found to be stable over time for surviving firms while they deteriorated 

over time for failing firms, creating a gap in the ratios between survivors and failures. The study 

was able to detect 92% of firms going bankrupt or surviving one year in advance using only the 

net income to total debt metric. More studies soon followed within bankruptcy prediction using 

different methods to assess the predictability. Two of the most influential studies, the Altman 

(1968) multi discriminant analysis-based study and the Ohlson (1980) logit-based study, 

showed high predictability of bankruptcies using financial ratios. However, more recent 

literature has been more skeptical towards the decision relevance of accounting in predicting 

bankruptcies or other variations of business failure. Beaver et al. (2012) looks at financial 

reporting attributes in order to assess whether financial ratios have the ability to predict 

bankruptcy. The study finds that there has been a decline in the predictive ability of financial 

ratios for bankruptcy and that the decline is associated with financial reporting attributes, such 

as the increased presence of intangible assets in more modern firms.  

 

2.1.1  Changes in business models 

The literature suggests that the loss in decision relevance of accounting is not only attributable 

to the area of business failure. Francis & Schipper (1999) explored the decision relevance of 

accounting data to explain market values over the period 1952-1994. They found that the 

predictability of various accounting measures to explain market values had decreased over the 

time period. However, the results of the study did not provide unambiguous evidence that 

financial reports have lost their relevance. Moreover, the paper examined whether the decreased 

predictability is greater for high-technology stocks compared to low-technology stocks. The 

reason why this was examined is that there is a notion that high-technology firms have certain 

items that yield future cash flows that are not properly recognized in financial statements, like 

R&D expenditures. The study showed that the decision relevance had not declined more for 

high-technology firms compared to low-technology firms. A further analysis of the study was 

done by Brown et al. (1999), who found that the decision relevance of accounting variables to 

explain the market value of equity had declined significantly according to the R2 metric. 

Another study with similar results was conducted by Lev & Zarowin (1999). The authors 

studied the usefulness of financial information to investors in comparison to the total 

information available on the marketplace. The evidence in the study suggested that the 

usefulness of book values of equity, reported earnings and cash flows had deteriorated over the 

past 20 years.     
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The underlying reason for the declining decision relevance of accounting is contested. 

Srivastava (2014) looked at cohorts of firms being listed on the U.S. stock markets. The study 

found that each new cohort had more investments into intangibles and that earnings quality 

decreased with higher intangible investments. Therefore, the author argues that firms have 

become more knowledge-intensified, which has led to “the widening gap between the intangible 

intensities for the new- and seasoned-firm segments” (p. 198). With the shift of the U.S. 

economy from being primarily an industrial economy to being a knowledge-based economy 

(Thurow 2000), firms have invested more into intangibles. One example is R&D expenses, 

which in U.S. GAAP are expensed immediately but are expected to generate future cash flows 

(KPMG, 2017). The level of the future expected cash flows is hard to assess by the businesses, 

which has increased the volatility of revenues and cash flows. Another example is SG&A 

(Selling, General and Administrative) intensity, as the study finds a relationship between high 

SG&A expenses in relation to measures like revenue, other income and low earnings quality. 

The conclusion of the study is that the increased volatilities combined with increased matched 

timing of investments and the cash flows they are expecting, has led to a decreased relevance 

of earnings. Lev & Zarowin (1999) cites the rate of innovative changes of businesses, mainly 

driven by investments in intangible assets, as the reason for this deterioration. The authors argue 

that the then prevailing accounting standards failed to properly value intangibles due to 

mismatching revenues and costs and that there is a positive correlation between decreased 

decision relevance of accounting and change in R&D expenditures.   

 

In another study of the U.S. market, Fama and French (2004) makes the argument that weaker 

firms and firms with riskier payoffs were able to be listed between 1970-2000 compared to 

earlier. As the number of new listings per year increased from about 160 to about 550 in the 

1980s and 1990s, there was an increased supply of public companies for investors to invest in. 

They argue that an increased supply of capital drove the cost of equity down, which allowed 

for firms with riskier or more distant expected payoff to issue public equity. They saw that there 

was a shift from profitable firms to growth firms being listed, which was reflected in the 

increased failure rate of newly listed firms. The study makes the argument that the market was 

inexperienced at pricing such firms that were listed between 1970-2000, hence the decision 

relevance of accounting was weakened. 

 

In their working paper regarding the development of earnings quality, Starica and Kang (2020) 

frames the views of Fama and French (2004) and Srivastava (2014) as the two narratives 

regarding the decline in earnings quality. The authors argue that the declining development of 

earnings quality directly reflects the declining business strength of listed firms, regardless of 

intangible intensity. In contrast to the findings in Srivastava (2014), the study finds that the 

level of earnings quality measures is roughly independent of the level of SG&A intensity. The 

study finds that while increased SG&A intensity is associated with decreased business strength, 

the decline in business strength can as well occur without increasing SG&A intensity.   
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2.1.2  Changes in accounting regimes 

Firms that are listed in the Nordics have to conduct their accounting in accordance with the 

IFRS. IFRS was implemented in Europe in 2005, when the European Union adopted legislation 

that required all listed companies within the European Union to prepare their financial 

statements in accordance with IFRS (FASB, n.d.). Kouki (2018) studied the effect of voluntary 

IFRS adoption for firms in Germany, Belgium and France for the decision relevance of the 

book value of equity and earnings. The study found that implementing IFRS increased the 

decision relevance. A similar study was done by Suadiye (2012), which found that the adoption 

of IFRS increased the decision relevance of accounting information for Turkish listed firms.  

 

The value effect of IFRS has also been studied in the Nordics. As firms that adopted IFRS in 

2005 had to restate their 2004 annual reports from the national GAAP (Generally Accepted 

Accounting Principles), Gjerde et al. (2008) looked at both the IFRS version and the Norwegian 

GAAP (NGAAP) version of annual reports of Norwegian listed firms. The findings of the study 

indicated that the restatements from NGAAP to IFRS increased the decision relevance. A main 

reason was explained to be due to IFRS’ handling of intangible assets. More intangible assets 

are capitalized in IFRS than in NGAAP, where they more frequently are expensed. The finding 

makes the increased decision relevance consistent with the view that capitalizing intangible 

assets is more value-relevant than expensing them as incurred or through amortization.  

 

A contrasting finding was made by Hamberg et al. (2011), who found that the transition to IFRS 

3 (Business Combinations) made the handling of goodwill, which is an intangible asset, more 

dependent on managerial decision-making. As managerial decision-making can differ 

depending on i.e., economic incentives, the study suggests that the decision relevance regarding 

goodwill has gotten weaker since the adoption of IFRS 3. Hellman et al. (2016) came to a 

similar conclusion when examining how 40 business analysts viewed fictional acquisitions 

made by Ericsson based on whether the price premium (price paid over the fair value of the net 

of identifiable assets and liabilities) was allocated to goodwill or identifiable intangible assets. 

The study showed that when the price premium was allocated to goodwill, the acquisition was 

more likely to be seen as value adding, while the acquisition was more likely to be seen as value 

reducing when allocated to identifiable intangible assets. 

 

Wu & Lai (2020) found a positive relationship between goodwill intensity and stock price crash 

due to information asymmetry, as high goodwill intensity increased the probability of goodwill 

impairment and managers tend to hoard bad news until it is finally released to the public. 

Intangible intensity contains proxies for factors such as goodwill size and R&D expenses, as its 

purpose is to capture all intangible elements of a business (Wu & Lai, 2020). Another study 

regarding analysts’ views, in this context the earnings forecast, was conducted by Gu & Wang 

(2005). The study found that analysts’ earnings forecast errors increased when a firm's 

intangible intensity was higher than the industry norm or when a firm had more complex 

intangibles (e.g. diverse and innovative technologies). However, the study found that industries 

with high intangible intensity did not have higher analyst forecast errors than industries with 

low intangible intensity.   
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An Australian study by Bodle (2016) analyzed the effect of IFRS adoption on bankruptcy 

prediction in an Australian setting. In contrast to Norwegian GAAP (NGAAP), Australian 

GAAP (AGAAP) allows intangibles to be capitalized and revalued upwards to a larger extent 

than IFRS does. Empirical evidence from Australia had shown that financially distressed firms 

were more likely to capitalize and revalue intangibles upwards compared to healthy firms. By 

using Altman’s (1968) bankruptcy prediction model, the study found that under IFRS the model 

was able to predict bankruptcy with higher accuracy than under AGAAP. However, the amount 

of type 2 errors (see section 3.1 for a definition of type 2 errors) increased under IFRS for non-

failure firms. Overall, the results did seem to indicate that the change from AGAAP to IFRS 

improved the decision relevance of financial information in predicting bankruptcy. Besides the 

findings, the study touches upon small firms having a higher likelihood of going bankrupt. This 

phenomenon is also documented in Beaver (1966), where survivor and failure firms were paired 

by total asset size before the testing of financial ratios. This was done to mitigate the effect asset 

size had on the failure prediction, so that the effect of financial ratios could be tested as 

independently as possible.   

 

2.1.3  Changes in macroeconomic factors 

When it comes to the macroeconomic environment, a striking difference between the 1970s-

1980s and today is the level of the interest rates, which are at a significantly lower level today. 

Long-term government bond yields were between 5-13% back then, drastically different 

compared to the current levels of 0.14% per February 2021 (Edvinsson et al. 2014; Sveriges 

Riksbank 2021a & 2021b). The higher interest rates back then made the high emphasis on 

interest expense in prior bankruptcy prediction models (c.f. Skogsvik, 1987) reasonable, as 

profitability declines would result in difficulties to pay interest on loans - especially for highly 

levered firms. However, as the interest rates are significantly lower today, we hypothesize that 

the interest expense will be a predictor with less weight in a failure prediction model in the 

current macroeconomic environment.  

2.2  The Skogsvik (1987) failure prediction study 

One of the main purposes of this thesis is to test the conditions of the Skogsvik (1987) study on 

a more recent sample. Skogsvik (1987) used probit analysis to predict business failure on a 

sample of Swedish manufacturing firms in the time period 1966-1982. One of the main 

purposes of the study was to examine the predictive power of current cost accounting (CCA) 

compared to historical cost accounting (HCA). The rationale for examining the measures was 

the high inflation level in Sweden during the 1970s and 1980s, which spanned from 4.2% to 

13.6% on an annual basis. The Skogsvik study found little evidence that CCA had different 

predictive power than HCA, and since the inflation rates have been significantly lower in recent 

times in the Nordics, with inflation rates ranging from -0.3% to 3.4% per year since 2005, we 

hypothesize that the differences in CCA compared to HCA would be even lower currently than 

in the Skogsvik study.  
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The study contained a sample of 51 firms classed as failures and 328 classified as survivors. To 

determine whether a firm was manufacturing, Skogsvik looked at firms registered in Sweden 

with an SNI-code starting with 2 (“Gruvor och mineralbrott”, mining and quarrying industries) 

or 3 (“Tillverkningsindustri”, manufacturing industries). In order to examine mature, 

established firms, Skogsvik looked at limited liability firms (Aktiebolag) with 200 or more 

employees or 20 MSEK or more in total assets (in 1970 price level) for any of the years 1966-

1971. The probit analysis generated the following equation as the optimal function one year 

prior to the failure (t-1): 

 

 
 

Where: 

R1 = EBIT to average total assets  

R2 = Interest expense to average total liabilities 

R3 = Average inventory to revenue 

R4 = Owner's equity to total assets 

R5 = Change in owners’ equity 

R6 = Change in interest cost in relation to average interest cost last 4 years 

 

The same procedure was repeated from year two up to year six prior to failure, and the 

coefficients and statistically significant ratios varied slightly from year to year. The functions 

were able to predict business failure with an average error rate in the holdout sample ranging 

from 16.7% one year before failure to 26.7% six years before failure using the sample 

proportion of failure firms as a benchmark. Measures that were found to reduce the probability 

of failure one year prior to failure were return on assets and solidity, while interest expense, 

inventory size and change in equity were found to increase the probability of failure. Although 

defined differently from study to study, these measures are recurring in the business failure 

literature (cf. Beaver, 1966; Altman, 1968; Ohlson, 1980). Other measures that are common in 

business failure prediction that were not found to be statistically significant enough in Skogsvik 

(1987) includes working capital and asset turnover, amongst others. The coefficients of the 

ratios give an indication of their impact on the failure prediction. One can therefore argue that 

Skogsvik found that interest expense seemed to be a strong indicator of business failure, while 

relative change in interest cost had the least significant effect of the measurements in equation 

1. Please see table 9 in section 5.1 for the probit functions and t-values for year 1 to 5 before 

failure in the Skogsvik (1987) study. See table 1 on the next page for a summary of a sample of 

previous studies regarding business failure prediction. Note that the study by Bodle et al. applies 

Altman’s (1968) MDA model, and the paper focuses more on the type 1 errors achieved as they 

are perceived as more costly. The type 1 error rate of that study is 5.6% using the IFRS-restated 

financial statements in (t-1). 
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Table 1: Summary of a sample of previous studies regarding business failure prediction.  

2.3  Business failure definition in prior studies   

The definition of business failure differs across the literature. Some studies include only 

bankruptcy in their definition (cf. Altman, 1968; Ohlson, 1980), while others use a broader 

definition. Beaver (1966) defines business failure as “the inability of a firm to pay its financial 

obligations as they mature.” In practice, this definition includes bankruptcy, bond default, an 

overdrawn bank account or nonpayment of a preferred stock dividend. Skogsvik’s (1987) 

definition includes bankruptcy and/or composition arrangement, voluntary shut-down of the 

main operating activity and government support being provided to a substantial extent. The 

rationale for using this broader definition was that it would capture more cases where the 

substance of the business failure was the same, but the form of the outcome differed. In theory, 

this would reduce estimation errors as the indicators from accounting would be similar in failure 

firms regardless of the eventual failure or survivor outcome. The differences in failure 

definitions have made it difficult to directly compare models from different studies with another 

(Bellovary et al. 2017).  

2.4  Development of Nordic GAAPs from 1970s up to date 

Accounting in Denmark, Norway and Sweden is traditionally based on company law and links 

financial reporting to tax accounting (Camfferman & Zeff, 2007). This linkage is described by 

Marton (2017) as: “Accounting regulation affects the calculation of taxable income, and tax 

regulation affects the measurement of accounting income.” One example where taxation 

historically has influenced financial accounting is that R&D expenditures rarely were disclosed 

on the financial statements, as the effect of reducing the taxable income was seen as a greater 

concern than possible rationales for capitalization that were found in other countries (Wilmott 

et al., 1992). As the primary users of financial statements were the government and banks, the 

information requirements were suited for these users rather than for other potential users like 

investors (Jönsson, 1991 & Smith, 2000, p. 64). One example of how this view has expressed 

itself is that IFRS requires financial statements to include a statement of comprehensive income 

and a statement of changes in equity, which is not required under Swedish GAAP (Marton, 

2017). As time progressed, the need for Nordic accounting standards to converge with 

international standards increased as it facilitated the participation of Nordic companies on 
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international capital markets. Particularly influences from U.S. accounting was welcomed, as 

many of the largest firms were quoted on the U.S. securities markets (Wilmott et al., 1992). 

Hellman (2011) looked at the Swedish voluntary adoption of IFRS from 1991 to 2005. The 

study found that “Sweden's ambition to voluntarily move toward more capital market-oriented 

financial reporting was delayed and hindered by forces defending the conservative accounting 

tradition and, accordingly, a soft IFRS adoption policy was chosen,” where a soft IFRS adoption 

meant that IFRS was adopted in such a way that traditional national accounting practices could 

be maintained. Nowadays, listed firms in Sweden need to follow IFRS and non-listed firms 

need to follow any of the K-regulations, depending on the size of the firm (Bokföringsnämnden, 

2020). For example, K3 is based on IFRS for SMEs, although it does not converge completely 

with IFRS for SMEs (André, 2017).    

2.5  Key differences between IFRS and Nordic GAAPs 

As previously mentioned, Nordic listed firms have since 2005 been required to make the 

consolidated financial statements applying IFRS. IFRS was introduced with the intention of 

standardizing the annual and consolidated financial statements for companies. While IFRS and 

the Nordic GAAPs have many similarities, they also differ in certain aspects. In this section a 

few of these aspects will be looked into. 

  

Principally there is a key difference between IFRS and the Nordic GAAPs. The GAAPs are so-

called result-oriented, meaning the overall goal is to get as good as possible of a measurement 

of the period's result. Implicitly this means that the balance sheet gets a more subordinated role. 

On the other hand, IFRS is balance-oriented and has a starting point in the definitions of assets 

and liabilities. An asset is defined as "a resource controlled by an entity as a result of past events 

from which future economic benefits are expected to flow to the entity'' ref. IAS 38 §8, while a 

liability is defined as "a present obligation of the entity to transfer an economic resource as a 

result of past events'' ref. IFRS conceptual framework 4.26. These definitions are then used to 

define results, revenues and costs - which are defined as changes in assets and liabilities. This 

then means that under IFRS, the income statement has the subordinated role. Another key 

difference is that IFRS to a larger extent is detail oriented. While the Norwegian standards in 

total amount to ±450 pages and the Swedish K3-regulations amount to ±300 pages for instance, 

the IFRS consists of approximately 2 000 pages. The GAAPs are typically more principle-

based, while IFRS to a larger extent has detailed regulations for issues firms come across.   

  

One of the more striking differences between IFRS and the Nordic GAAPs is that IFRS to a 

larger extent uses the concept of "fair value". The Nordic GAAPs build on a transaction-based 

historical cost model which requires there to be a transaction, such as a purchase or a sale, 

before one is allowed to account for it in the financial statements. Typically, this means that 

assets are valued at the acquisition cost less any depreciation or impairment, with write-ups not 

being allowed. There are however certain exceptions to this, for instance that marketable stock 

is to be valued at fair value as well. So, what is fair value? IFRS 2 appendix A defines fair value 

as "the amount for which an asset could be exchanged, a liability settled, or an equity instrument 



12 

 

granted could be exchanged, between knowledgeable, willing parties in an arm's length 

transaction."  

 

The assets or liabilities are measured using business criteria, meaning by calculating the present 

value of expected future inflows and outflows - so called capital values. In a well-functioning 

efficient market, capital values should be approximately equivalent to market values. IFRS 

permits, and sometimes requires, that certain assets and liabilities are recorded at their fair 

value. And unlike the GAAPs, these are recorded at fair value regardless of if a transaction has 

happened or not. A consequence of this is that unrealized gains occur on the income statement 

under IFRS to a larger extent than under the GAAPs, with the implicit result that the fair value 

introduces more volatility to the financial statements. Assets such as biological assets, financial 

instruments, investment property and stock-based compensation are all accounted for using fair 

value. Biological assets are defined as "a living animal or plant," and the GAAPs typically 

require firms to account for these at the lowest of fair value and cost price. As the cost price is 

typically always lower than the fair value, this means the book value of a biological asset is 

typically significantly lower in GAAP compared to under IFRS. For Norwegian listed salmon-

producing firms this meant that the IFRS-implementation blew up the book value of the assets 

and reduced the leverage, but it also raised other issues like determining when a salmon is big 

enough to be placed on the balance sheet (Fardal, 2007 & Bernhoft, n.d.).  

  

Another key difference between the GAAPs and IFRS are the requirements for the notes. The 

GAAPs typically have relatively liberal note requirements, while IFRS has detailed 

requirements as to which information that has to be given in notes. This partially comes from 

the increased use of fair value under IFRS, but also since it has more discretionary assessments. 

Information about assumptions, methods etc. are useful for understanding the assessments that 

have been made. Certain items can under IFRS either be dealt with under a historical cost model 

or at fair value, but even if the firm decides to use the historical cost model the notes require 

that the firm discloses the fair value of the item too. One of these items are investment 

properties, which ref. IAS 40 §30 either can be accounted for under the fair value model or the 

cost model. However, since listed property firms have to declare the fair value in the note 

requirements anyways, most firms also choose to account for it in their financial statements 

using the fair value model. Obviously, the fact that the fair value typically is higher than the 

value under the historical cost model reinforces this development as well, as this among other 

things affects the leverage positively.  

  

Arguably the area with the greatest difference between IFRS and GAAP is financial 

instruments, which are regulated under IFRS 9. As a key rule under IFRS 9, most financial 

instruments are required to be dealt with using fair value, and the standard provides detailed 

regulation as to how this should be done. Under the GAAPs, financial instruments are typically 

dealt with using historical cost with impairment tests. IAS 32 §11 defines financial instruments 

as "any contract that gives rise to a financial asset of one entity and a financial liability or equity 

instrument of another entity." Financial assets are typically divided into three larger groups: 

debt instruments, derivatives and equity. Debt instruments are to be dealt with either by using 

amortized cost, fair value through other comprehensive income (FVOCI) without recycling or 
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fair value through profit and loss (FVTPL) dependent on whether certain criteria are met. 

Derivatives are always to be dealt with using FVTPL, while equity can either be dealt with 

under FVTPL or FVOCI without recycling dependent on whether certain criteria are met. IFRS 

9 typically has the biggest impact on banks and other financial institutions, but it also affects 

manufacturing firms. If a manufacturing firm has hedged the purchasing price of a raw material 

or the exchange rate for exporting the produced goods, these derivatives have to be dealt with 

using FVTPL under IFRS and changes in fair value will hence affect both the balance sheet and 

income statement.  

  

As referred to under section 2.1.2, the treatment of intangible assets varies. IFRS has 

requirements as to how one should identify and properly recognize intangible assets after 

mergers and acquisitions. The GAAPs have historically to a larger extent than IFRS allocated 

any excess amount paid to goodwill, while IFRS attempts to divide it more onto other items 

such as brand, intellectual property, customer lists, customer and supplier relationships etc., 

with the residual amount then being allocated to goodwill. As prior studies have pointed to 

however, this leaves room for managerial influence and judgment. Another key difference is 

that under many GAAPs goodwill is to be amortized using a reasonable amortization plan, and 

it should be tested for impairments if there are indications of such. Under IFRS, however, 

goodwill is not to be amortized, but it has to be checked for impairment annually plus whenever 

there are indications of impairments. Under both alternatives reversing previous impairments 

is not allowed. In practice this means that IFRS-applying firms will have more irregular changes 

to goodwill than GAAP-applying firms - such as the firms in Skogsvik's (1987) sample. This 

could imply that reductions in goodwill for IFRS-applying firms could be a signal for failure 

and that the firms in our sample in general will have higher proportions of goodwill in relation 

to the total assets. 

  

Another area where Nordic GAAPs differ from IFRS is leases. In Nordic GAAPs, there is a 

distinction between financial leases and operating leases. Financial leases are accounted for as 

assets and liabilities on the balance sheet, while operating leases are expensed linearly 

throughout the leasing period. This treatment is in line with IAS 17, which was the accounting 

standard to be followed before IFRS 16 was implemented January 1st, 2019 (IFRS, n.d.). If a 

lease is classified as operating, it has the practical implication that the lease will not be 

accounted for on the balance sheet. Under IFRS 16 all leases are accounted for on the balance 

sheet. Therefore, contrasting firms that apply IFRS 16 with firms that apply IAS 17 could be of 

interest from a value relevance of accounting perspective. However, the effect of IFRS 16 will 

be captured very briefly in this thesis since it includes information from 2005-2019. As IFRS 

16 was implemented January 1st, 2019, only the financial statements from 2019 will be affected 

by the implementation. All else equal, the implementation of IFRS 16 will tend to increase the 

leverage on the balance sheet and increase the interest expenses compared to the prior practice 

laid out in IAS 17 (Bokföringsnämnden, 2020). 
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3.  Methodology 

3.1  Basics of failure prediction models 

Predicting business failure, often referred to as bankruptcy in prior literature, has been an area 

of extensive research since the 1960s. As it is an area highly relevant for creditors, investors 

and other stakeholders, it is of high importance. Various models have historically had different 

approaches, some models build on accounting numbers whereas others rely on market data. 

Models using accounting numbers as input typically convert these into financial ratios, which 

are put into a prediction model that uses some statistical analysis or technique. From these 

prediction models, one typically gets two possible outcomes, hence a binary variable - either 

the firm is deemed to be failing/bankrupt, or it is deemed to be surviving based on the model 

input. Different models can have different forecast horizons and use different financial ratios. 

Some models are univariate like Beaver’s model from 1966, while others are multivariate like 

Altman’s model from 1968. Common for most models are that the output from the model is 

compared to some threshold - and depending on whether the value is higher or lower than this 

threshold, a firm is classified as a survivor or failure. In this classification there are two types 

of errors that can be made. Either one can classify a failing firm as a surviving one which is an 

error type 1, or one can classify a surviving firm as a failure which is an error type 2 as illustrated 

in table 2.   

 
Table 2: Overview of errors type 1 and 2 

 

In determining how well a prediction model works, one often calculates an average prediction 

error for the forecast horizon(s). Generally speaking, the lower the average prediction error, the 

better the model works. In terms of errors type 1 and 2, the average error rate can be calculated 

as following: 

 

 
Where: 

 
 

The average failure rate gives an indication on the robustness of the model and how accurate it 

is in terms of predicting failure.  
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3.2  Modelling approach and choices 

This thesis will conduct three separate tests on the same sample of Nordic listed firms. The first 

test is one using the same ratios and coefficients as the Skogsvik (1987) study. In a sense, this 

part will test the robustness of Skogsvik’s model. The second test is one using the same ratios 

as in Skogsvik (1987), but with newly calibrated coefficients based on our sample. The third 

test is one where there will be created a new, robust prediction model with new ratios and 

coefficients optimized based on our sample. The ratios used in Skogsvik’s (1987) probit 

functions are shown in figure 2 under:  

 
Figure 2: Ratios used in Skogsvik’s (1987) probit functions. Please note that R1, R2, …, R7 

refer specifically to the allocation in this thesis, and not Skogsvik’s (1987) study.  

 

In this thesis, 7 out of the 8 ratios from Skogsvik (1987) have been used in step 1 and 2. The 

last ratio is a bit cumbersome to calculate and was found to be not very influential in the original 

study and has hence been left out. The reason why the same ratios are tested as those used in 

Skogsvik (1987) is to see whether the Skogsvik model could predict failure in our sample, and 

if it is still viable for failure prediction many decades after it was created. In order to conduct 

our tests, some choices have been made which will be elaborated upon in the following 

sections.  
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3.2.1  Definition of failure 

In this thesis failure has been defined as any of the following: bankruptcy, restructuring, 

liquidation or turnaround. By bankrupt firms one means bankrupt in the formal sense, which is 

a criterion many prior studies have used for failure. In this thesis however, the scope is slightly 

wider than just bankruptcy, and includes among others restructuring. Firms undergoing 

restructuring are typically characterized by high debt and severe liquidity issues, which 

eventually makes it inevitable to survive without undergoing drastic measures. This typically 

includes converting debt to equity, often leaving prior equity holders with a tiny stake of the 

new total equity holding. Since many restructurings are very tiny, for instance tiny changes to 

a firm’s capital structure, only the more severe restructurings have been included as failures in 

this thesis. In a sense this can be said to be conservative.  

 

Firms entering liquidation tend to have a business model which has not worked out, and instead 

of continuing with the non-functioning business the assets are liquidated and any eventual 

surplus are paid out to shareholders. Liquidation is here defined as a failure since if the business 

model was successful, the firm would not consider liquidating. Liquidation and voluntary 

shutdowns are perceived to be within the same category. Company turnarounds can occur when 

the original business model failed, and the firm is now operated in another form - i.e., as a 

holding company for the purpose of utilizing deferred tax assets. In Skogsvik’s (1987) study, 

the criteria for business failure were bankruptcy and/or composition agreement, voluntary 

shutdown and various forms of governmental funding. In our thesis the latest failure 

requirement has been left out, primarily for two reasons. One being that it would be difficult to 

identify governmental funding with the data material the thesis is built on, and second because 

governmental funding seems to be less common nowadays.  

 

3.2.2  Geographical limitation 

In this thesis the geographic scope has been set a bit wider than the one used in Skogsvik’s 

(1987) study, by not only looking at Swedish firms but also including listed firms from 

Denmark, Finland and Norway. In general, firms in Scandinavia tend to have quite similar 

business models, with similar institutional settings, similar historical accounting rules and 

similar legal framing (Nordea, 2021a). Including these additional countries should hence not 

affect the sought homogeneity drastically. In order to achieve a sufficient number of failures 

which is needed to get reasonably reliable estimated models, the scope had to be set wider than 

just looking at listed Swedish firms as the number of identified Swedish failure firms was 

insufficient.  

 

3.2.3  Choice of time period and type of firms 

As IFRS is the framework that will be used for listed firms in Scandinavia in the foreseeable 

future, it would be valuable to have updated prediction models based on post-IFRS data. In 

Denmark, Finland, Norway and Sweden IFRS became mandatory from the financial year 2005 

for listed firms, which is the underlying reason for why this thesis looks at failures in the time 

period from 2005 up until February 2021 (EUR-Lex, n.d. & Deloitte IAS Plus, 2021). As non-
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listed firms in Scandinavia generally are not required to apply IFRS in their financial reporting, 

a choice was made to only look at listed firms to ensure they were applying IFRS.  

 

3.2.4  Choice of industry  

As this thesis in some ways can be viewed as a continuation on Skogsvik’s (1987) prior work, 

a decision was made to include similar types of firms in our sample. Skogsvik’s study included 

manufacturing firms from SNI category 2 (mining and quarrying) and SNI 3 (manufacturing) 

(Skogsvik, 1987, p. 150). The SNI classification has been changed and updated slightly since 

the 1980s, but today’s category B (mineral extraction) and category C (manufacturing) have 

been deemed to be comparable. As the data from the other countries does not include a SNI-

code, as it only exists for Swedish firms, the Standard Industrial Classification (SIC) has been 

used in this thesis. In order to get a similar categorization as in the SNI-code, all SIC-codes 

from 1000 up to 4000 have been deemed to be relatively comparable to the classification in 

Skogsvik’s original study (U.S. Securities and Exchange Commission, 2020). The range 

includes industries like metal mining, crude petroleum & natural gas, tobacco products, 

household furniture, paper mills, engines & turbines, aircraft and much more.  

 

3.2.5  Criterion for firm size 

In order to remove some of the smaller firms, a choice had to be made in terms of how this 

would be done. In Skogsvik (1987), firms with total assets over 20 million SEK and/or an 

employee count over 200 were included (Skogsvik, 1987, p. 150). Firms that did not meet any 

of the criteria were excluded. As there have been some difficulties in gathering information 

about the number of employees for the firms in our sample, this thesis will solely use the size 

of total assets as a criterion. As there has been some inflation since the 1980s, we have inflation-

adjusted the total asset threshold using a Swedish consumer price index calculator (Statistiska 

Centralbyrån, n.d.). Skogsvik began his study in 1982, and 20 million SEK in 1982 was 

equivalent to approximately 46.1 million SEK in 2005. For simplicity this number has been 

rounded down to 45 million SEK, and is a benchmark used on both survivors and failures. On 

the survivor firms the total assets benchmark has been used against the firms’ total assets 

reported for the most recent financial year, which is 2019. For the failures, the total assets 

benchmark has been used against the failures for year (t-3), the third last financial report before 

failure. This was done since many of the failure firms were observed to have quite drastic 

reductions in total assets in the years prior to failure. Also, total assets have support in prior 

literature on being a good benchmark for size, c.f. Beaver (1966) and Ohlson (1980).  

 

3.2.6  Type of financial reports 

For the firms included in the sample, a decision had to be made whether to use the consolidated 

or non-consolidated financial statements as a basis. In this thesis all the data has been extracted 

from the consolidated financial statements. This was done to be aligned with the unit view of 

accounting, where you view everything under one unit. In theory this should increase the 

comparability between the firms, as one may remove some group organizations that potentially 
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could distort the picture of a firm. It could be special purpose vehicles (SPVs) that are 

subsidiaries specifically designed for a narrow purpose, such as isolating financial risk. The 

basis used is the annual reports, and not the interim reports. As the annual reports of listed firms 

are audited, whereas the interim reports are usually not, it is viewed as more likely that the 

information provided in the annual reports is reliable and accurate. 

 

3.2.7  Determining the point of failure and defining the prediction horizon 

For failure firms, financial information from the last annual report before failure has been 

classified as one year before failure (t-1). The second to last annual report before failure has 

been classified as two years before failure (t-2), and the same goes for (t-3) to (t-5).  While this 

means that the information taken is not necessarily from one year before failure (for example, 

if a firm goes bankrupt in June, we classify the numbers as of 31st December as one year before 

failure), it is deemed to be the most practical approach to tackle the problem of timeliness and 

is in line with what has been done in prior studies. As some firms did not have financial 

statements up to year 6 prior to failure, the number of failure firms varies slightly from year to 

year, as table 3 below illustrates.  

 
Table 3: Overview of firms in the prediction horizons 

 

In order to allocate financial statements from various years into the various prediction horizons, 

one must be able to determine the point of failure. There has been an attempt to identify failure 

signals as early as possible. This proved to be a challenge, especially for the older failures. In 

the instances where it was not possible to identify any early signs of failure through news 

stories, press releases from the firm etc., the failure date has been set to the formal failure date, 

typically the formal announcement of bankruptcy. See table 4 under for an overview of the time 

to failure for the failure firms.  

 
Table 4: Overview of time to failure. See appendix A for a detailed overview 
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3.2.8  Choice of prediction horizon 

As a consequence of many failures only having data access for years (t-1) to (t-6), the prediction 

horizon in this thesis will be limited to years (t-1) to (t-5). As line items for (t-6) are needed to 

calculate average metrics for year (t-5), one needs six years of data for prediction horizons of 

up to five years. Various studies have different prediction horizons, and in Skogsvik (1987) the 

prediction horizons ranged from (t-1) to (t-6) for instance. As observed in prior studies however, 

the longer the prediction horizon, the worse the predictive ability of the models. Thus, the 

choice of having a prediction horizon of up to five years prior to failure is judged to be 

sufficient.   

 

3.2.9  Setting upper and lower bounds for financial ratios 

In the analysis of the data, a decision had to be made in terms of what to do with extreme values. 

While truncating data adds a layer of subjectivity, the decision to do so was made in order to 

remove the risk of extreme values destroying the predictive ability of the models. This thesis 

has an approach where truncation of all values more than ± 5 standard deviations away from 

the mean has been undertaken. This means that for all financial ratios, one gets an upper bound 

and a lower bound that the values get limited to. Out of the 54 775 observations across the 26 

ratios, 0.27% were truncated due to being higher or lower than the bounds, whereas 4.99% had 

DIV 0-errors - meaning the denominator was zero. 90% of the DIV 0-errors were set to 0 due 

to the numerator being close or equal to zero, whereas 10% of the DIV 0-errors were set to 

upper or lower bound depending on the sign of the numerator - since as a denominator 

approaches zero, the value theoretically goes to ± infinity. Please see appendix B for an 

overview on truncation, bounds and more for all 26 ratios.  

 

3.2.10  Assigning survivor firms to failure firms 

To partially remove part of the time bias there has been an attempt at making the proportions 

of years included equal for both the sample of survivors and failures. In practice this means that 

for each failure firm, 7 or 8 survivors were assigned. So, if the failure firm went bankrupt in 

2013, then (t-1) is 2012, (t-2) is 2011 etc. - and then the 7 or 8 survivors assigned will also have 

(t-1) as 2012, (t-2) as 2011 etc. to match the time periods. As not all of the firms had data going 

back to 2000, this allocation was only possible to do in a partially randomized way. For the 

more recent failures, more newly listed firms were allocated. When all survivor firms listed 

after 2001 were assigned to the more recent failures, the rest of the survivors were randomly 

assigned among the remaining failure firms by using a random select function. Hence, among 

the firms with data going back to 2000, the allocation was completely randomized. The data for 

the failure firms and the survivor firms should be for the same year, so a comparison based on 

the same time period is possible. See section 4.2.3 for the outcome of the pairing procedure.  
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3.2.11  Determining a threshold for survivor/failure-classification 

In order to decide whether a firm will be classified as surviving or failing, a 

benchmark/threshold needs to be set. In an article by Skogsvik & Skogsvik (2013), it is argued 

that one can choose between three different thresholds, where none of them necessarily are 

better than the other. 

 

The first of these is the sample proportion of failure firms (SPOFF) threshold, which is based 

on the number of failure and survivor firms in the sample for the specific prediction horizon. In 

(t-1) in this thesis, there are 52 failure firms and 388 survivor firms included ref. table 3. Hence 

out of 440 firms in total, 11.82% were failures. This would then be the threshold that the 

estimated probabilities of failure would be benchmarked against. An estimated probability 

higher than 11.82% would classify the firm as a failure, and vice versa.  

 

The second alternative to decide whether a firm is surviving or failing turns things around. 

Rather than comparing the cutoff to the calculated probabilities based on sample proportions, 

one adapts the cutoff to the probabilities in order to minimize the average error rate. It can hence 

be said to be a procedure based on trial and error, where one changes the cutoff-value ever so 

slightly until the cutoff which minimizes the average error rate is found. This procedure is then 

performed on all the prediction horizons from (t-1) up until (t-5), meaning one will have 

different thresholds for each prediction horizon.  

 

The third alternative way to set a benchmark is by using the failure rate in the population. As 

in Skogsvik (1987), the proportion of failure firms in relation to surviving firms in the 

estimation sample in this thesis is higher than the proportion of failure firms in the population. 

In a paper by Bărbuță-Mișu, N., & Madaleno (2020) assessing the bankruptcy risk of large 

companies, the frequency of company insolvency in Denmark, Finland, Norway and Sweden 

is respectively reported to be 3.76%, 1.47%, 2.44% and 3.33%. As our sample mixes firms from 

these countries, one could argue for a probability of failure in the population of listed, Nordic 

firms of around 3%. What this ultimately means is that the probabilities calculated in our models 

will be upwards-biased, which one can adjust for by applying the formula in equation 5 below 

(Skogsvik & Skogsvik, 2013). This procedure has to be performed if the calculated probabilities 

are to be used in exercises such as calculating the value of equity or bonds incorporating a 

probability of failure. As this is deemed outside the scope of this thesis, it will not be used at 

any point except for being mentioned here.  

 

 
 where: 

𝝅 = probability of failure in the population of companies 

prop = proportion of failure in the estimation sample of companies 

...POP = value of variable in the population of companies 

...ES = value of variable in the estimation sample of companies 
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In the analysis of our data material, the cutoff will be tested based on the SPOFF threshold and 

the threshold that minimizes the error rate, which is in line with the decisions made in Skogsvik 

(1987). In terms of phrasing, the words threshold and cutoff will be used interchangeably 

throughout this thesis and will refer to the same thing.  

3.3  Choice of statistical method 

In making predictions, statistics are of crucial importance. In prior business failure or 

bankruptcy studies, various statistical methods have been used. While some studies used fairly 

simple univariate statistics, others have created more advanced multivariate models with 

techniques like probit analysis, logit analysis, multiple regression analysis, linear multiple 

discriminant analysis (MDA) etc. These techniques have different assumptions, which may 

influence what technique that can be deemed to be more suitable in a thesis of this kind. More 

recent research has also applied option valuation techniques in predicting failure.  

 

3.3.1  Linear MDA 

In many previous bankruptcy prediction studies, linear multiple discriminant analysis (MDA) 

has been used. Linear MDA builds on the idea that the total population of firms can be split into 

two sub-groups, here of failures and survivors. The result from linear MDA is only informative 

for ranking firms’ bankruptcy probability within the sample. In other words, there is only a 

possibility to see whether one firm is more likely to fail than another in the sample, not to 

determine the absolute probability of failure (Linnergren-Fleck & Skarle 2008). Studies by 

Skogsvik & Skogsvik (2013) and Zavgren (1985) have shown that this approach is less useful 

for decision contexts and practical applications compared to probabilistic approaches (Gerdin 

& Rump, 2017). The technique assumes that the independent variables are multivariate 

normally distributed in each sub-group, and that the variance/covariance - matrices for the 

independent variables are identical in the sub-groups. One of the main critiques towards MDA 

is that the assumptions behind the model do not seem to hold in reality. As Zavgren (1985) 

formulates it, “discriminant analysis requires that the variables are normally distributed, and 

the populations have equal variance-covariance matrices.” Several studies have shown that 

these assumptions rarely hold in reality (cf. Ohlson, 1980; Skogsvik, 1990; Zavgren, 1985), and 

one may hence question how relevant linear MDA is for use in predicting business failure.  

 

3.3.2  Option valuation techniques 

Several more recent studies have applied an option valuation technique in predicting 

failure/insolvency. The techniques build on the option pricing theory set out in Black & Scholes 

(1973) and Merton (1974). In simple terms, many of these techniques assume that the 

shareholders hold a European call option on the firm, where they may either pay the exercise 

price or not depending on whether the value of the assets exceed the liabilities or not. The 

exercise price is the amount of cash needed to pay the liabilities. Using this technique, you get 

a probability of failure independently assigned to each firm. Compared to the financial-ratio-
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based bankruptcy prediction models, the performance of option valuation-based bankruptcy 

prediction models has in general not been inferior (Jackson & Wood, 2013). 

 

3.3.3  Probit and logit analysis 

Probit and logit analysis are quite similar statistical methods. Although they do not produce 

identical results, they produce very similar results. Neither method requires that the independent 

variables are multivariate normally distributed or that the variance/covariance-matrices are 

identical like linear MDA does. Probit analysis enables the probability of failure for each firm 

in the sample to be expressed in percent, as the index variable that is calculated is assumed to 

be normally distributed. Logit analysis enables the same but assumes that the index variable is 

logistically distributed. Uğurlu and Aksoy (2006) examined the bankruptcy prediction accuracy 

of both logit and discriminant models on a sample of Turkish manufacturing firms. The logit 

model was found to be more accurate over the four years prior to bankruptcy. As a key goal of 

this thesis is to test the robustness of the Skogsvik (1987) model on a modern sample, using the 

same method would increase the comparability compared to if another method was used.  

 

As the method that was used in the Skogsvik (1987) study was probit regression, this thesis will 

use probit as well in order to make the results more comparable. Probit regression is defined as 

a binary regression where the inverse standard normal distribution of the probability is modeled 

as a linear combination of the predictors (UCLA Institute for Digital Research & Education 

Statistical Consulting, 2021). The two outcomes in the binary regression are survive (0) or fail 

(1). To conclude whether a firm should be classified as a failure or survivor, the value from the 

cumulative normal distribution function of the index variable generated through the model is 

compared to a threshold, ref. section 3.2.11. If the value is lower than the threshold, the firm is 

classified as a survivor firm, and if the value is higher than the threshold it is classified as a 

failure (UCLA Institute for Digital Research & Education Statistical Consulting, 2021). The 

index variable typically consists of a constant and multiple independent variables (here: 

financial ratios) with different weights assigned, like illustrated in equation 6 under: 

 

 
 

Failures will have high values for the index variable, and vice versa for survivors. A positive 

weight/coefficient for a ratio means that high levels of that ratio is associated with a higher 

probability of failure, all else equal. And vice versa, a negative coefficient for a ratio means that 

high levels of that ratio are associated with a lower probability of failure.   
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3.4  Selection of financial ratios 

The ratios to be tested in step 3 were selected in two stages. First, the strongest ratios from the 

components used in the Skogsvik (1987) study were selected to examine their importance in a 

modern context. However, one of the ratios that were used in the Skogsvik (1987) study, growth 

in untaxed reserves, is not included. The reason is that these kinds of untaxed reserves are not 

recorded in IFRS (Nordea, 2021b). Instead, growth in deferred taxes is included. These ratios 

are named R1 - R15 and R26 in our thesis. Second, multiple additional ratios have been carefully 

and selectively added. Criteria for the selection included perceived relevance in the decision 

relevance and business failure literature, but also keeping in mind the changes from the 1970s 

both regulatorily and in the business environment. This approach differs slightly from the 

approach in Skogsvik (1987), where only ratios that had been found to be successful in previous 

business failure literature were included.  

 

As for the new ratios tested, interest coverage ratio (R16) has been added as it is a frequently 

used covenant in loan arrangements. Several ratios including intangible assets and R&D 

expenses have been added (R17 - R20 and R23 - R25). There are two reasons why they are added. 

First, as mentioned in section 1 and 2, intangibles are a major part of businesses today. Second, 

none of the prominent earlier studies within the business failure domain has tested such ratios 

specifically, so investigating them is adding to the existing literature. This is the reason as to 

why several iterations of ratios are tested as there is no previous knowledge of what types of 

measures would be the most relevant to test. As there are subjective judgments that can 

influence whether to expense or capitalize R&D, ratios regarding R&D expenses are included. 

A FCF (free cash flow) ratio has been added as we want to examine a cash-based return metric 

to complement the accounting-based return ratios already included (which are EBITDA, EBIT 

and EBT-based). Worth noting is that the ratio added is FCF to current liabilities and hence is 

a liquidity ratio primarily rather than a return ratio. See appendix C for definitions for some of 

the inputs to the ratios. The final sample of the 26 ratios tested is shown in figure 3 on the next 

page. The letter next to R1 - R7 relates to which component the ratio was assigned to in the 

Skogsvik (1987) study (p. 201). 
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Figure 3: Financial ratios for step 3. 

 

3.5  Statistical decisions in creating a new prediction model 

In order to create the probit functions for (t-1) to (t-5) as displayed in section 5.3, a stepwise 

probit analysis was performed for all years. For each year, the analysis started by having all 

26 ratios as independent variables, and then running the analysis in Stata to see which ratios 

that seemed to have some predictive ability in our sample. In the first step, the 4-5 ratios with 

the lowest t-values were removed. Then the analysis was run again and again until there were 
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less and less ratios left. Two guiding principles were applied in terms of deciding which ratios 

to keep in each step. 

 

1. The ratios should have coefficients with a t-value of about 1.6 or higher (absolute 

value). 

2. The ratios should not have intercorrelations higher than about 0.5.   

 

The first guiding principle is implemented to ensure that one can say with some statistical 

confidence that the coefficients of the ratios are different from zero. A t-value of about 1.6 will 

translate to a confidence level of around 90% dependent on the degrees of freedom, which 

means that one accepts being wrong about one out of every ten times. The probit analysis in 

essence compares the ratios of the failures and survivors, and if a ratio is very different in the 

two groups it is likely to have a high t-value and coefficient (in absolute terms). In borderline 

cases where the t-value is slightly lower than 1.6, it has been included if the ratio was 

statistically significant for any other bordering prediction horizon. Adding ratios with a t-value 

lower than 1.6 could possibly give lower error rates, but it could make the model less robust 

and hence less likely to work well over time. One of the purposes of creating a business failure 

prediction model is for it to be robust, hopefully over time, and therefore the model has not 

been built solely for getting low error rates.  

 

The second guiding principle is implemented to get more logical results. Two very highly 

correlated ratios could be statistically significant when just one of them is included in the probit 

analysis, but both could be insignificant if they are both included in the probit analysis. In such 

cases, the ratio with the highest t-value has been included in our models. Another side effect 

which could occur is that both the highly intercorrelated ratios are statistically significant when 

included together, but with opposite signs of the coefficients. This was the case with R6 and R17 

for instance, meaning equity to assets and tangible equity to assets, which intuitively does not 

make much sense. Strictly speaking one could argue for having a higher tolerance for 

intercorrelation if the correlation is typical and can be expected to continue in the future. 

 

Eventually after rerunning the probit analysis over and over and removing insignificant ratios, 

one gets down to a function with a certain number of statistically significant ratios. To ensure 

no statistically significant ratios were left out, all removed ratios were then added back one by 

one to see if they were significant or not. A special case was observed for (t-1), where the 

constant-term was found to be statistically insignificant. In that case a decision was made to re-

estimate the coefficients for the significant ratios based on the constant being set to 0.  

 

The final estimated probit functions including t-values for the Haglund and Olufsen (2021) 

model are displayed in section 5.3, and the correlation matrices for each prediction horizon are 

displayed in appendix D. In addition, the chi-square likelihood ratio will be provided. The 

higher the likelihood ratio is, the higher the association between the dependent and independent 

variables.     
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4.  Data 

4.1  Sample selection 

The WRDS Compustat database was used in order to get a sufficient sample of survivor firms 

that fit the criteria in 3.2.2 - 3.2.5. First, a sample of all firms that had been listed in Denmark, 

Finland, Norway and Sweden during 2005-2020 was retrieved. Here, the sample contained 

1741 firms. Second, identified delistings and failures were removed, which shrunk the sample 

by 425 firms to 1316. Third, firms that did not fit the size criteria (<45 mSEK in total assets) or 

operated in the wrong industries were removed. This reduced the sample by 886 firms to 430. 

In the fourth and last step, a manual review of the remaining sample was conducted in order to 

remove pre-commercial biotech firms and other non-manufacturing firms with a SIC-code 

between 1000 - 4000. The firms removed were removed for being service-based, operating in 

R&D-heavy industries having immaterial or zero revenues, or small inventories and revenues 

in proportion to total assets. In this last sort out, 42 firms were removed. After these steps were 

conducted, the final sample of 388 survivor firms was set. For a list of all survivors, see 

appendix E.  

 

  
Figure 4: Sample selection of the survivor firms. 

 

For failures, changes in the lists of major stock exchanges in the Nordics were examined. If the 

reason as to the list change was failure, the firm was selected for the initial sample. The 

following exchanges and sources were examined: Skatteverket (The Swedish Tax Agency), 

Nasdaq Copenhagen, Nasdaq Stockholm, Nasdaq First North, the Nasdaq Nordic Surveillance 

Annual Reports, and Oslo Stock Exchange. The initial sample contained 175 failure firms. This 

compilation of firms was then filtered using data retrieved from the WRDS Compustat database 

and Serrano database. The filtering criteria were the size of the total assets and the industry 

classification (SIC-code). 10 firms that did not fit the size criteria (<45 mSEK in total assets) 
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and 113 firms belonging to the wrong industry were removed.  The final sample contained 52 

failure firms. For a list of all failures, see appendix F.  

 

  
Figure 5: Sample selection of the failure firms.  

4.2  Descriptive statistics of the sample  

The descriptive statistics in this section are shown to describe the sample of failure and 

survivor firms in terms of key characteristics. The key characteristics selected are industry, 

geography, year and size for all firms in the sample, as well as type of failure for the failure 

firms.  

 

4.2.1  Industrial distribution of firms 

There is a wide range of industries represented in the sample of survivor firms. In figure 6 with 

survivor firms on the next page, industries that contribute with 5% or more of the sample are 

presented separately. The industries accounting for less than 5% of the sample are presented 

within the “Other” category. Despite this broad presentation, the four largest categories 

represent more than half of the sample. In figure 7 with failure firms on the next page, industries 

accounting for 10% or more of the sample are presented separately. Like the survivors, the 

failure firms also come from a wide range of industries. The industry with the most failure firms 

is “Oil and Gas Extraction”, followed by “Metal Mining”. These two industries combined make 

up more than a half of the failure firms. “Industrial and Commercial Machinery and Computer 

Equipment” is the only industry that makes up a substantial share of both survivors (13%) and 

failures (11%).  
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Figure 6: Share of survivor firms by industry 

 

 
Figure 7: Share of failure firms by industry 

4.2.2  Geographical distribution of firms 

 
Figure 8 and 9: Share of failure and survivor firms by country  
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The country where the highest share of survivor firms originate from is Sweden with 57% of 

the sample. Denmark (12%), Norway (15%) and Finland (16%) all contribute with about equal 

amounts of firms to the sample. Swedish firms also make up a large proportion of the failure 

firms. However, the country where the most failure firms originate from is Norway. This is 

partly driven by the fact that the majority of the firms in the “Oil and Gas Extraction'' industry 

are Norwegian.  

 

4.2.3  Yearly split  

 
 

Figure 10 and 11: Yearly split of survivor and failure firms.  

 

The most common years for having (t-1) in is 2008 and 2019 in our sample. It is worth noticing 

that all years between 2005-2019 are represented. As for the survivor graph, its purpose is to 

show that the pairing has been successful. That the staples in the survivor graph contains 

between 7-8 times the staples in failure firms means that every failure firm has been assigned 7 

or 8 survivor firms in the pairing. See 3.2.10. for a description of how the pairing was 

performed.  

 

4.2.4  Total asset size 
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Figure 12 and 13, table 5 and 6: Total asset sizes of survivors and failures.  

 

For non-Swedish survivor firms, the size of total assets has been converted to SEK using the 

exchange rate as of 31/12/2019. This means that for example Norwegian survivor firms have 

been adjusted with the SEK/NOK exchange rate as of 31/12/2019. For non-Swedish failure 

firms, the same procedure has been performed but with the exchange rate as of 31/12 in the 

year of the last annual report. For both survivors and failures, the category with the most firms 

is the 1 000 - 10 000 mSEK category and the category with the fewest number of firms is 45 - 

100 mSEK. Otherwise, the survivor sample and the failure sample differ in size distribution - 

here measured by asset size. For example, 10 000 + mSEK is the second most frequent firm 

size for survivors but the second least frequent for failures. The mean firm size is about 2 000 

mSEK smaller for failures than for survivors, and the median is about 400 mSEK smaller. The 

largest failure firm was less than a third the size of the largest survivor firm.  

 

4.2.5  Type of failure 

   
Figure 14: Type of failure.  

 

The majority of the failure firms, 77%, failed by bankruptcy. Other types of failures represented 

in the sample are restructurings, liquidations and one turnaround, ref. section 3.2.1.   
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4.3  Descriptive statistics on financial ratios 

Table 7 and 8 shows descriptive statistics regarding the ratios tested in the process of creating 

the Haglund and Olufsen (2021) prediction model.  

 
Table 7: Descriptive statistics on the 26 ratios tested for the Haglund & Olufsen (2021) 

model, survivors and failures united.  
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Table 8: Mean values of the 26 ratios tested in the Haglund and Olufsen (2021) model, 

survivors and failures divided, with t-test probabilities.  

 

As illustrated in table 8, there is a tendency that the differences between the means of the 

failures and survivors is reduced as the prediction horizon increases. Whereas 11 ratios have a 

statistically significant difference at a 5%-alpha level in (t-1) and 10 ratios have the same in (t-

2), only 4 ratios have a statistically significant difference at a 5% alpha-level in (t-5). Intuitively 

this is logical, as the differences between failures and survivors are expected to decrease as the 

prediction horizon increases.   
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5.  Results 

5.1  Results using the original Skogsvik (1987) model 

In order to evaluate how well Skogsvik’s (1987) original model works in more recent times, 

the data from our sample has been put into the original model. To assess the model’s 

performance, the type 1, type 2 and average error rates have been calculated using both the 

original sample proportion of failure firms (SPOFF) threshold from Skogsvik’s study and the 

threshold which minimizes the average error rates. In addition, graphs showing the 

combinations of type 1 and type 2 errors will be presented for all the prediction horizons in 

section 5.3. The coefficients and constants for the various prediction horizons in Skogsvik’s 

(1987) original model are displayed in table 9 under.  

 

 
Table 9: Coefficients for financial ratios and constants for the prediction horizons from the 

original Skogsvik (1987) study, with t-values in parenthesis and likelihood ratio at bottom 

 

The SPOFF from Skogsvik’s (1987) study can be found in table 10 underneath. As the original 

coefficients are calibrated based on the data from Skogsvik’s (1987) original study, the 

thresholds from the original study will also be used. These thresholds range from 13.0% to 

13.5% depending on the prediction horizon.  

 
Table 10: Skogsvik (1987) sample proportions of failure firms for (t-1) to (t-5) 
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When running the original model and coefficients on our more recent data, the prediction results 

are as stated in table 11 under. The average error rates using the thresholds from table 10 range 

from 19.7% for horizon (t-1), up to 45.9% for horizon (t-5). The major driver behind the 

increasing average error rate is the increasing type 1 error rate, which increases from 26.9% in 

(t-1) up to 76.6% in (t-5). The type 2 error rates are more stable and range from 8.2% in horizon 

(t-3) up to 15.2% in horizon (t-5). This is a true holdout prediction test of the Skogsvik (1987) 

model, with no overlap between estimation and classification.  

 
Table 11: Type 1, 2 and average error rates using Skogsvik (1987) model and sample 

proportions of failure firm from Skogsvik (1987) as thresholds 

 

Applying the threshold which minimizes the average error rate gives markedly lower error rates. 

In general, the minimizing thresholds are lower than the proportions of failure firms above, as 

can be observed in table 12 under, which also includes the calculated error rates.  

 
Table 12: Type 1, 2 and minimum average error rates using Skogsvik (1987) model 

 

The minimum average error rates range from 17.4% in (t-1) to 42.9% in (t-5). The type 1 error 

rates are markedly lower when applying the minimizing threshold and range from 13.5% in (t-

1) to 55.3% in (t-5). However, the type 2 error rates are higher, and range from 13.7% in (t-3) 

to 30.4% in (t-5). Since the reduction in type 1 error rates is greater than the increase in type 2 

error rates, an overall reduction is achieved which is observed through the reduction in the 

average error rate. The minimizing thresholds are markedly lower than the thresholds from table 

10 and range from 3.0% in (t-1) to 8.3% in (t-2) and (t-5).  

 

Please see figure 15 in section 5.3 for the combinations of type 1 and type 2 errors using various 

thresholds for the five prediction horizons using the original Skogsvik (1987) model.   
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5.2  Results from recalibrating the Skogsvik (1987) model 

In order to evaluate how well the ratios used in Skogsvik’s (1987) study work on our modern 

sample of IFRS-applying firms, a new probit analysis has been performed to recalibrate the 

coefficients and constants optimally based on our data. Like in section 5.1, type 1, type 2 and 

average error rates will be presented both based on the SPOFF and minimizing thresholds, and 

the different combinations of type 1 and type 2 errors based on the cutoff chosen will be 

presented in section 5.3. Initially the recalibrated coefficients and constants will be presented 

in table 13 underneath, with the associated t-values in parenthesis.   

 
Table 13: Recalibrated coefficients and constants in probit functions for the various prediction 

horizons, with t-values in parenthesis and likelihood ratio at the bottom. 

 

The sample proportion of failure firms in our data can be found in table 14 below. As the 

recalibrated coefficients are based on the data gathered in this thesis, the sample proportions of 

failure firms from this thesis will be used. These thresholds range from 10.8% in (t-5) to 11.8% 

in (t-1) to (t-3). 

 
Table 14: Haglund and Olufsen (2021) sample proportions of failure firms from (t-1) to (t-5) 
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Rerunning the model with the recalibrated coefficients and constants yields the following 

results using the thresholds from table 14: 

 
Table 15: Type 1, 2 and average error rates using the recalibrated model and sample 

proportions of failure firms from table 14 as thresholds 

 

The average error rates range from 17.2% in (t-1) to 35.6% in (t-5). The average error rates 

gradually increase with the prediction horizon. As the prediction horizon increases, both the 

type 1 error rates and type 2 error rates increase along with it.    

 

Applying the thresholds which minimize the average error rates yield a slightly different 

outcome. The minimizing thresholds are generally higher or close to the sample proportions of 

failure firms from table 14, as table 16 under shows.  

 
Table 16: Type 1, 2 and minimum average error rates using recalibrated model 

 

The average error rates range from 14.3% in (t-1) to 33.5% in (t-5). The reduction in the average 

error rates compared to those obtained using the SPOFF threshold is in general not very 

noticeable, and one observes the same trend where the average error rates increase gradually 

with the prediction horizon. In (t-1) to (t-4) there is a significantly higher type 1 error rate than 

type 2 error rate, whereas in (t-5) the difference between the type 1 and 2 error rates is less 

prominent. The minimizing thresholds vary from 10.4% in (t-5) to 16.6% in (t-3), and they are 

significantly higher than the SPOFF thresholds in (t-1) to (t-3). In (t-4) and (t-5) the minimizing 

thresholds are close to the SPOFF thresholds.  

 

Please see figure 15 in section 5.3 for the combinations of type 1 and type 2 errors using various 

thresholds for the five prediction horizons using the recalibrated model.   
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5.3  Results from the Haglund and Olufsen (2021) model 

In order to see which financial ratios seem to best predict business failure in our sample, probit 

analysis has been performed for the various horizons as described in section 3.5. As in the two 

previous sections, type 1, type 2 and average error rates will be presented for the prediction 

horizons both for the SPOFF threshold and the minimizing threshold. In addition, graphs 

illustrating the combinations of type 1 and type 2 errors will be displayed. The statistically 

significant ratios and coefficients are presented in table 17 under for the prediction horizons in 

the Haglund and Olufsen (2021) model: 

 
Table 17: Estimated coefficients and constants in the Haglund and Olufsen (2021) model for 

the various prediction horizons, with t-values in parenthesis and likelihood ratio at the bottom. 

Please note that all statistically insignificant ratios have been left out 

 

As the table shows, 17 out of the 26 ratios are statistically significant in at least one of the 

prediction horizons. 9 out of the 26 are statistically significant for just one period. R6, R11, R22 

and R23 seem to have a strong predictive ability, and they are all significant in at least 4 of the 

5 prediction horizons. Please see appendix G for all probit functions written in equation-form.  
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Running the estimated prediction model yields the following prediction results using the 

SPOFF thresholds from table 14:  

 
Table 18: Type 1, type 2 and average error rates in Haglund and Olufsen (2021) using the 

SPOFF threshold 

 

The average error rates using the SPOFF threshold range from 15.7% in (t-1) to 29.4% in (t-4). 

The error rates tend to increase gradually as the prediction horizon lengthens, which drives the 

increase in the average error rates. However, a reduction is observed from (t-4) to (t-5), which 

is driven by a decrease in the type 1 error rate.  

 

Applying the thresholds which minimize the average error rates yield the following results: 

 
Table 19: Type 1, type 2 and minimum average error rates in Haglund and Olufsen (2021) 

 

The minimized average error rates range from 14.8% in (t-1) to 27.6% in (t-4). The minimized 

average error rates are not very different from the ones in table 18, and the reductions range 

from 0.9%-points to 2.8%-points. The minimizing threshold varies from 10.7% in (t-3) to 

18.2% in (t-2). The minimizing threshold is significantly higher than the SPOFF threshold in 

(t-1) and (t-2), while the differences are less prominent in (t-3) to (t-5).  

 

In figure 15 on the following page, the combinations of type 1 and type 2 errors for various 

thresholds are illustrated for the original Skogsvik (1987 model from section 5.1, the 

recalibrated model from section 5.2 and the Haglund and Olufsen (2021) model from this 

section. Generally speaking, the closer a line is to the X- and Y-axis, the better – here in terms 

of prediction accuracy.  
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Figure 15: Combinations of type 1 and type 

2 errors in multivariate prediction of 

business failure, comparing the original 

Skogsvik (1987) model, the re-estimated 

model and the Haglund and Olufsen (2021) 

model 
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As figure 15 illustrates, all three models work well in the shorter prediction span, (t-1) and (t-

2). There are some differences between the three models, but they are not very noticeable. The 

Haglund and Olufsen (2021) model seems to work out slightly better than the other two models 

for most thresholds in the two shorter prediction spans, but the difference is minimal. The 

predictive ability of the models appears to be slightly better in (t-1) than (t-2), which can be 

observed through the lines being slightly closer to the X- and Y-axis.  

 

However, in the longer prediction spans, from (t-3) to (t-5), there are noticeable differences in 

the predictive ability of the models. In all three prediction horizons, the Haglund and Olufsen 

(2021) model performs significantly better than the other models, regardless of which threshold 

is being used. There are also noticeable improvements in the recalibrated model over the 

Skogsvik (1987) model, and the latter model appears to have a predictive ability not very 

different from random chance in (t-5) - which is observed through the solid line being close to 

linear in figure 15 above for the prediction horizon of 5 years.  

 

A big part of the improvement in the longer prediction horizons appears to stem from a better 

predictive ability in terms of the type 1 errors. In the prediction horizon (t-3) for instance, one 

observes a linear solid line for the Skogsvik (1987) model in the beginning, which means that 

as one increases the threshold from 0% to 0.1% the model incorrectly classifies about 40% of 

the failures. The recalibrated model and Haglund and Olufsen (2021) model offer significant 

improvements in these lower threshold areas in the prediction horizons from 3 to 5 years in 

terms of the type 1 error rates, which one can observe through the absence of linear lines from 

the Y-axis. 
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5.4  Summary of results 

To ease comparison and get a better overview, the results from section 5.1 to 5.3 have been 

compiled in table 20 and 21 below, with the results from Skogsvik’s (1987) original study in 

the right-most column(s).  

 

 
Table 20: Type 1, 2 and average error rates using the SPOFF thresholds in sections 5.1 to 5.3 

plus error rates from the original Skogsvik (1987) study 

 

 
Table 21: Type 1, 2 and average error rates using the minimizing thresholds in sections 5.1 to 

5.3, and average error rates from the original Skogsvik (1987) study 

 

A few findings from the tables are worth highlighting. Both using the SPOFF and minimizing 

thresholds, the average error rates are fairly similar in the prediction horizons (t-1) and (t-2) 

across all three models. The improvement from using a recalibrated model or creating an 

entirely new model appears to be marginal in the shorter prediction span, and all three models 

have fairly similar results to those of the Skogsvik (1987) study in (t-1) and (t-2) for both 

cutoffs.  

 

However, for the longer prediction spans, from (t-3) to (t-5), there is a noticeable improvement 

from using a recalibrated or new model. The original Skogsvik (1987) model gives prediction 

results not very different from random chance in those forecasting horizons, but both the 

recalibrated and Haglund and Olufsen (2021) models give useful results. Overall, the error rates 

from the Haglund and Olufsen (2021) model are similar to the error rates from the original 

Skogsvik (1987) study, and the predictive ability of financial ratios hence seems to be about the 

same in this thesis as in Skogsvik’s study.   
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6.  Discussion 

6.1  Robustness of Skogsvik (1987) model and ratios 

As section 5 has shown, the original Skogsvik (1987) model still works remarkably well, in 

particular for the shorter prediction horizons (t-1) and (t-2). The error rates using both 

thresholds hold up well against the results from the original study, and also against the results 

from recalibrating the coefficients and from Haglund and Olufsen (2021) ref. table 20 and 21. 

In essence, this means that the five ratios used in (t-1) and the four ratios used in (t-2) in 

Skogsvik (1987) still appear to have a strong predictive ability on listed, Nordic manufacturing 

firms applying IFRS. This notion is further confirmed in the recalibrated coefficients in table 

13, where four out of the five ratios have a t-value > |1.6| for (t-1) and three out of four ratios 

have a t-value > |1.6| for (t-2) - with the last ratio having a t-value of 1.59. These four ratios 

represent profitability, cost of liabilities, inventory size and solidity, and the results indicate that 

these four ratios still seem to have a predictive ability in the shorter prediction span.  

 

However, in the longer prediction span, from (t-3) to (t-5), the Skogsvik (1987) model appears 

to be less efficient. With average error rates using the SPOFF threshold ranging from 36.7% to 

45.9%, the model only marginally beats what the expected result would be by random chance 

- which would give an expected error rate of 50%. This implies that the five ratios used in (t-3) 

and four ratios used in (t-4) and (t-5) in Skogsvik’s model appear to have less of a predictive 

ability in the current environment than they had in the 1970s and 1980s. Of the five ratios used 

in (t-3), four have a t-value > |1.6| in the recalibrated model in table 13. In (t-4), three out of 

four ratios have a t-value > |1.6|, whereas only two out of four ratios have the same in (t-5). 

This supports the observations in the average error rates, with the original ratios appearing to 

have less of a predictive ability in the longer prediction spans.  

 

Like in Skogsvik (1987), the recalibrated coefficients for R1 (EBIT to average assets) are 

statistically significant in (t-1) and (t-2). However, the coefficients are more muted, which 

implies that the difference between R1 in the two subgroups are smaller than in the original 

study. Ref. appendix H the mean R1 among failure firms in the sample is -11.8%, whereas the 

same for the survivors is -3.7%. The median R1 is -5.9% for failures, while it is 4.6% for the 

survivors. This implies that there still seems to be a noticeable difference in profitability 

between failing and surviving firms, but with a more muted effect than in previous studies. 

Table 8 underlines this trend, with the gap between survivors’ and failures’ means narrowing 

the longer the prediction horizon is. A potential explanation for the more muted coefficients is 

given in the Fama and French (2004) study, where one saw a trend where more and more 

unprofitable firms with riskier payoffs were being listed on the stock market. This may drag 

down the profitability of the survivors and reduce the gap between failures and survivors, as 

long as the non-profitable survivors are able to raise capital and avoid bankruptcy.  

 

Another strong predictor in Skogsvik’s original study was R2, the average interest cost (interest 

expense/average liabilities). It was significant for all five prediction horizons in Skogsvik’s 
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study, and in this thesis the coefficients are also significant for all five prediction spans ref. 

table 13. As was the case with R1, the recalibrated coefficients are muted every year compared 

to those from Skogsvik’s (1987) study. Whereas the coefficient was 22.64 in (t-1) in the original 

model, it is only 7.34 in the recalibrated model. For failures, the mean and median interest cost 

is 6.1% and 3.8% in our sample, whereas the mean and median for survivors are 2.5% and 1.9% 

respectively ref. appendix H. As the interest rates have declined significantly in the last decades, 

it could partially help explain why the interest cost seems to have less of a predictive ability 

today compared to in the past.    

 

In Skogsvik’s original study R4 (average inventory to revenue) was found to be significant for 

all five prediction horizons with positive coefficients. In the recalibrated model, only one out 

of five periods have a significant coefficient (t-value > |1.6|), which is in (t-1). In (t-1) the 

coefficient is negative - meaning all else equal, high inventory in relation to the revenue lowers 

the probability of failure which may not seem all that logical. Ref. appendix H the median and 

mean R4 is higher for survivors than for failures, which could explain the sign of the coefficient. 

Another ratio with a strong predictive ability in Skogsvik’s original study was the solidity ratio, 

R6 (equity to assets), which was significant for all five years. In the recalibrated model, R6 is 

significant for four out of five years, with a negative coefficient every year which intuitively 

makes sense. Ref. table 8 and appendix H there is a larger median and mean equity from (t-1) 

to (t-4) for survivors compared to the failures, whereas the median R6 for failures is higher in 

(t-5) which could explain why the coefficient is insignificant then. As equity is a cushion for 

dampening heavy losses, it is hence not surprising that the level of equity is a good predictor. 

The recalibrated coefficient of R3 is significant for one period just like in the original model, 

and the recalibrated coefficient of R5 is also significant in the last three periods just like in the 

original model. However, the recalibrated coefficients are positive, but also muted and very 

close to 0, meaning cash/current liabilities seems to not have as much of a predictive ability as 

in the past – which could be tied to the lower interest rates and easier access to liquidity.  

 

There could be several potential explanations for the development in the predictive ability of 

the original ratios. It could be due to changing business models over time, where businesses 

have become more and more complex with remarkable changes to the asset structure for 

instance. Whereas intangibles represented a tiny portion of the asset base of firms in the 1970s 

and 1980s, it has now become the dominant asset type among listed firms. Whereas the level 

of intangibles is not as extreme in our sample, with an intangible asset proportion of 15.51% on 

average, it is an interesting observation regardless, and none of the ratios in the original 

Skogsvik (1987) model capture this development directly. Another explaining factor could be 

the changes that have happened to the business environment. The inflation, GDP growth and 

interest rates have declined significantly in the Nordics in the last decades, which among other 

things could affect how well R2 (average interest cost) predicts failure. In addition, things tend 

to change more rapidly now than before in a globalized economy, which could partially explain 

why the predictive ability of the original seven ratios appear to be significantly lower in (t-3) to 

(t-5). 
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6.2  The Haglund and Olufsen (2021) model 

Overall, the predictive ability of the Haglund and Olufsen (2021) model appears to be fairly 

similar to the predictive ability of the model in the original Skogsvik (1987) study. The average 

error rates range from 15.7% in (t-1) to 29.4% (t-4) using the SPOFF threshold, and the average 

error rates are slightly lower in (t-1) to (t-3) compared to those from Skogsvik’s original study, 

but slightly higher in (t-4) and (t-5) ref. table 20. In general, these results are slightly worse than 

some of those reported in prior, comparable studies, but also better than some studies. The 

differences could here be attributed to various factors, such as methodological factors ref. 

section 7.3 or other factors ref. section 6.3.   

 

The new model created from the 26 financial ratios shows that previously untested ratios appear 

to have a predictive ability on business failure. Out of the 17 ratios that were found to be 

statistically significant in at least one period, the most consistently significant ratios will be 

elaborated upon. The goodwill proportion, R23 (Goodwill / Total Assets), was the only ratio that 

was present in all years from (t-1) to (t-5). Not only was it present in all years, but the ratio also 

had the second highest coefficient (in absolute terms) for (t-1) and (t-2) and the highest 

coefficient from (t-3) to (t-5). It therefore seems like goodwill proportion is a strong predictor 

of business failure, which table 8 and appendix H support.  

 

This contradicts the findings in Hamberg et al. (2011), as analyzing goodwill seems to enhance 

the decision relevance. Its negative coefficient in the models indicate that having a high 

proportion of goodwill on the balance sheet is a trait of a non-failing firm. One possible 

explanation based on previous literature would be that firms with a higher proportion of 

goodwill have more total assets than an equal firm without goodwill on the balance sheet, 

meaning that firms with goodwill are larger in size and therefore less inclined to fail. However, 

we find no strong evidence of this explanation. Contrary, when looking at the size distribution 

of the survivor and failure firms in section 4.2.4, there is little difference between survivors and 

failures. In addition, the ratio R13 (ln(A)) is insignificant for all years tested, which is a further 

indication that size alone cannot fully explain the strong predicting ability of the goodwill 

proportion in our sample.  

 

The key to the goodwill proportion’s high relevance may instead lie within the successfulness 

of the business model. Firms with a successful business model that generate positive cash flows 

have the possibility to do acquisitions to a greater extent than firms with an unsuccessful 

business model and/or negative cash generation. If this is the case, then the proportion of 

goodwill in itself would not be mitigating business failure risk. Instead, it would be the 

consequence of previous success, which in turn would increase the possibility of future success 

as there is a foundation of good business practices and cash generation to build upon.   

 

Another possible explanation to the goodwill proportion’s prevalence could be that goodwill 

impairment is inevitable for failing firms, no matter how long they wait to perform the 

impairment. Surviving firms in our sample had on average about five times higher goodwill 

proportion than failures (9.8% compared to 1.9% ref. appendix H), which could indicate that 
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survivor firms may have done less goodwill impairments than failure firms. However, the 

change in goodwill ratio (R24) was insignificant for all years tested, which contradicts this 

explanation. Another reason could be that there is a high degree of growth firms listed today. 

According to Fama and French (2004), investors today are more willing to invest in growth 

firms as they hope that these firms will generate high profitability in the future. As doing 

acquisitions is one way of growing a business, investors might be more willing to invest in 

firms that are doing a higher degree of acquisitions and thereby increasing their goodwill. 

Having investors that are willing to contribute with capital decreases the risk of bankruptcy as 

new financing could be obtained easily. However, we found no unambiguous evidence for this 

explanation.   

 

Average interest cost, R2, is found to play a significant role in (t-1) and (t-2), but it is not 

significant for (t-3) to (t-5). This indicates that the cost of liabilities still has a significant impact 

on business failure despite the low interest rate environment, but only in the short-term. 

However, its coefficients are significantly smaller than those in Skogsvik (1987), which is an 

indication that our hypothesis stated in section 2.1.3 that interest expense has less impact today 

appears to be true. There could be several reasons as to why this ratio still plays a significant 

role. One is that firms that are more heavily leveraged might have a more difficult time to pay 

their obligations than less leveraged firms. Consider the difference between equity financing 

and debt financing. An equity financed firm that experiences difficult times can cut dividends 

and thereby halt cash outflows, but a leveraged firm must pay interest on its loans, meaning that 

the cash outflows will be greater, leading to a higher risk of failure.  

 

Another explanation is that more risky firms may get a higher interest rate on their debt than 

financially sound firms, which is supported by the mean and medians in appendix H. It could 

hence appear that debt providers perceive the higher failure risk, especially in (t-1) and (t-2), 

which is compensated for by giving the firms a higher interest cost. Renewed credits could 

depend on the profitability and success of the business model of a firm. In addition, equity 

investors might also be hesitant to invest more in a firm with an unsuccessful business model 

due to not expecting to get the desired return on their investment. A loss-making firm with high 

interest costs is typically a bad combination. Equity investors may not want to put in more 

capital, as they perceive it to be a negative NPV-investment. Therefore, firms can run into 

liquidity issues if the business model does not create enough value.  

 

The one ratio that has prevailed the most from the original Skogsvik (1987) study is the solidity 

ratio, R6 (Equity / Assets). The ratio is found to be significant in four out the five prediction 

spans, but also here the coefficients are more muted than in the original study. It is worth 

mentioning that in (t-5) the tangible equity to assets-ratio, R17, is significant, which ultimately 

means a solidity ratio is significant in every prediction span. As table 8 and appendix H shows, 

there is a significant difference in mean and median solidity for failures and survivors 

respectively, which explains the predictive ability of the ratio. Intuitively the negative 

coefficient makes sense, since all else equal, higher solidity should make business failure less 

likely.    
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The long-term asset proportion (R11) is significant in all years from (t-2) to (t-5), with positive 

coefficients above 1.35 in every year. Intuitively the sign of the coefficient may seem a bit 

surprising, with a higher proportion of long-term assets, all else equal, increasing the probability 

of failure, but the explanation could lie in the value premium from finance and asset pricing 

theory. Long-term assets primarily consist of PP&E, investments and intangible assets, and 

these assets are less liquid than most other assets. In economic downturns, firms with a high 

proportion of long-term assets (mostly tangible assets) suffer from excess capacity and have a 

harder time liquidating their assets at a favorable price. It can also be related to operating 

leverage, where high operating leverage typically means a firm gets issues faster when things 

do not go well. Operating leverage increases when the share of fixed costs rises, or the share of 

variable costs decreases. A high proportion of fixed assets implies high operating leverage, and 

hence a firm with high operating risk. This relationship derives from fixed assets requiring more 

fixed costs to be operational, which increases the share of fixed costs in relation to variable 

costs and hence increases operating leverage. High operating leverage increases risk as it limits 

the flexibility to reduce costs if sales are decreasing, which could lead to financial distress. 

Table 8 and appendix H shows that the failure firms in general had significantly higher median 

and mean proportions of long-term assets than their counterparts, which could explain the 

coefficient and the predictive ability of the ratio.    

 

A ratio that is present in four of the years ((t-1) to (t-4)) with a slightly negative coefficient is 

the Free Cash Flow / Current Liabilities-ratio (R22). Having a coefficient close to zero indicates 

that its contribution to the model is small, but yet it is significant due to the t-value > |1.6|. 

While this ratio is an indication of the liquidity and cash generation of the firm, comparing this 

ratio to the profitability ratios tested indicates that cash flow-based ratios seem to be the better 

predictor of the two. In total, one of the three profitability ratios tested is significant for one 

year (R8 is significant for (t-3)). While we only tested one cash flow-based ratio (R22), it is 

significant for more years than all profitability ratios combined.  

 

A possible explanation for this could be that accounting practices have gotten complex over 

time, making accounting earnings have less predictive power. Free cash flow cannot be 

influenced by managerial decisions or accounting practices to the same degree as accounting 

earnings, which could mean it is more closely linked to the performance of a firm's operations 

and thereby more comparable from firm to firm. Following this it would be logical that free 

cash flow is a better predictor of firm performance than profitability ratios, which could explain 

its presence in our model. Another possible explanation to the lack of profitability ratios could 

be found in the Fama and French (2004) study. Logically, higher profitability would imply a 

lower risk of business failure, as profitable firms are more equipped to pay its liabilities. 

However, as the authors argued there has been a shift from mainly profitable firms to growth 

firms being listed on stock exchanges, and there is a higher share of listed firms that are not 

profitable. Two indications that this observation could be correct in our sample are the 

survivors’ means of R1 (EBIT / Average Assets) and R8 (EBITDA / Average Equity) in 

appendix H. For R1, the mean for survivors is -3.7%, meaning that the mean return on assets is 

negative for the survivor sample. For R8, the mean is slightly positive (4.9%) but the standard 

deviation of 1.586 (158.6%) indicates that there are many survivor firms with negative returns 
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on equity. Since there are many survivor firms with negative profitability, the predictive ability 

of such ratios naturally decreases.  

 

As 28 out of the 52 failure firms in this thesis come from two industries, the mining and oil & 

gas industries, characteristics of firms from these industries will have a significant impact on 

the overall characteristics of failure firms. Both industries share certain characteristics, they 

both rely on extraction/upstream, mining/midstream, and processing/downstream as the core 

processes. In addition, both industries are capital intensive and sensitive to volatility in 

commodities prices. This could lead to more leveraged firms, with more volatile earnings and 

higher proportions of long-term assets to total assets, for instance. As these firms make up the 

majority of failure firms, it is inevitable that they will have a big impact on the ratios of the 

failure group and hence the predictions in our model.   

 

Based on our findings, the typical failure firm seems to have certain characteristics compared 

to survivor firms. These characteristics include lower solidity, lower goodwill proportion, more 

costly debt, and more long-term assets. Using different combinations of ratios, the minimum 

error rates range from 14.8% in (t-1) to 27.6% in (t-4). This means that in a population with an 

equal number of failing and surviving firms, our model will incorrectly classify about 1 in 6 

firms in (t-1). In (t-1) the seven significant ratios predict so well that the constant is 

insignificant, which is an interesting finding. Having a constant in a prediction model indicates 

that there is significant variation not explained by the ratios in the model, and the absence of 

such a constant implies that the chosen ratios predict well.   

6.3  The decision relevance of accounting information 

While the ratios used and coefficients calibrated in our model have changed significantly from 

the Skogsvik (1987) study, the average error rates have not, and they are quite similar across 

all the prediction spans. It therefore appears like accounting-based failure prediction models 

still can be used effectively on a modern sample of Nordic IFRS-applying manufacturing firms. 

There could be several potential explanations for the persisting decision relevance of accounting 

information. 

 

The implementation of IFRS could be one such explanation. Initially IFRS was implemented 

to standardize accounting across borders and came with more detail-regulations than many of 

the national GAAPs. More standardized accounting across borders, which hopefully better 

captures the fair value of items, could enhance the decision relevance of the information 

provided. When accounting standards converge it is easier to pool data and make models similar 

to those in this thesis. The models built will then be more versatile and can be used at a lower 

cost. It is possible that IFRS is a contributing factor to the persisting decision relevance, but 

further research is needed to back this up. Ideally one would then like to compare our results to 

results from a setting without IFRS. For instance, we find that the goodwill proportion has a 

strong predictive ability in this thesis, but under many GAAPs goodwill is amortized, and one 

could then possibly miss out on the information content.  
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An explanation that could work against the decision relevance of accounting information is the 

gradually more complex business models of firms. While not all firms back in the 1960s and 

onwards were “simple”, many firms nowadays have business ideas which could be quite 

difficult to grasp for many people. Businesses nowadays have different structures with more of 

the weight leaning on intangible assets, where determining the fair value is more difficult than 

for most tangible assets. All else equal, more complex business models should make it harder 

to use accounting information in making decisions. 

 

The development in macroeconomic factors could also be a contributing factor. In the last 30-

40 years there has been a significant overall reduction in the levels of interest rates, GDP 

growth, inflation etc. in the Nordic economic environment. It might not be clear how this could 

impact the decision relevance of accounting, but all else equal lower inflation should imply that 

historical cost accounting will be closer to current cost accounting. As Skogsvik’s (1987) study 

pointed to however, even in a time of high inflation, current cost accounting-based prediction 

models did not seem to be superior to historical cost accounting-based prediction models, so 

one could hypothesize that macroeconomic factors do not have a significant impact on the 

decision relevance. The prediction accuracy of our model implies that accounting information 

can still be used in various situations, and this finding is of interest to various stakeholders - 

ranging from capital providers to employees to suppliers. While one could point to several 

potential explanations for the persisting decision relevance over time, further research would 

have to be conducted to determine the potential magnitude of these.   

 

An interesting finding is that the original Skogsvik (1987) model works remarkably well in (t-

1) and (t-2), with the recalibrated and Haglund and Olufsen (2021) models offering small 

improvements. For practitioners evaluating shorter-term investments, such as short-term bonds 

with a time to maturity shorter than two years, one could use the old Skogsvik (1987) model 

with good predictive results. This is the easy, low-cost solution for practitioners, and short-term 

it appears to be a viable solution. It could be the case that you do not need very sharp and 

updated models shortly prior to failure, as it may be quite clear that they are likely to fail. 

However, in (t-3) to (t-5) the recalibrated and Haglund and Olufsen (2021) models offer 

significant improvements. In the longer prediction spans the differences in means and medians 

are smaller, meaning failure firms look more similar to survivor firms. In order to screen out 

the differences that do exist, one may need to have very sharp, updated models. Intuitively it 

makes sense that you need a good model to separate surviving and failing firms so long before 

failure. For practitioners evaluating long-term investments, such as equities where a significant 

amount of the value typically stems from the terminal value, it appears to be worthwhile to at 

least recalibrate and update the model or potentially create new models for the longer prediction 

spans, if one has the time and knowledge necessary to do so. 
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7.  Concluding remarks 

7.1  Conclusion 

The purpose of this thesis was to examine whether accounting-based failure prediction models 

still could be used effectively on a modern sample of firms applying IFRS. The literature 

contained contrasting evidence about the development of the decision relevance of accounting 

information over time. Some studies pointed towards a decline in decision relevance (c.f. 

Francis & Schipper, 1999; Brown et al., 1999; Lev & Zarowin, 1999) while other studies 

claimed that the implementation of IFRS helped increase the decision relevance (c.f. Gjerde et 

al., 2008; Bodle, 2016). With the results of this thesis at hand, our conclusion is that failure 

prediction models still can be used effectively. The average error rates of the Haglund and 

Olufsen (2021) model are similar to the error rates in the Skogsvik (1987) study. As for how 

the decision relevance of accounting has changed over the last roughly 40 years, the similar 

error rates indicates that the overall decision relevance is roughly the same, but as the ratios 

included in the models differ to a large extent indicates that there have been some changes as 

to which financial ratios that are decision relevant nowadays compared to in the past.  

 

The ratios that are included in both Skogsvik (1987) and Haglund and Olufsen (2021) are ratios 

that have been included in numerous business failure prediction models throughout the years. 

Solidity has been and still is a stable predictor, while average interest cost still has prevailed in 

the short-term despite the lower interest rate levels of today. One conclusion is thereby that 

there are ratios that prevails throughout time with changing macroeconomic and business 

environments. Although one cannot know for certain, it is possible that ratios like solidity and 

average interest cost will still be significant factors in business failure prediction models in the 

future. However, it appears like profitability has a lower predictive ability than in the past, 

which can be supported by the findings from Fama and French (2004).   

 

At the same time, several new ratios have emerged as strong predictors. Generally, the 

additional ratios tested in this thesis capture regulatory changes and a change in how business 

models are today compared to those of the 1960s and onwards. Keeping this in mind could be 

of interest for researchers of business failure in the future. The business environment is prone 

to change over time, and therefore a good business failure prediction model must mirror how 

these changes express themselves in the language of accounting. Future models will most likely 

include other financial ratios than in the models of this thesis, given that they could become 

obsolete in the future business environment. In this thesis, we find that goodwill proportion is 

a strong predictor for business failure, which contrasts the findings from Wu & Lai (2020) and 

Hamberg et al. (2011) but supports the findings from Gjerde et al. (2008). It is difficult to say 

what ratios future studies would find to be decision relevant, but a mix of prior successful ratios 

and new ratios incorporating changes to the regulatory setting and business climate is likely to 

make a solid foundation for building future failure prediction models.    
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7.2  Contributions 

This thesis aims to contribute to the business failure prediction literature. As three different 

tests on business failure prediction models were conducted in this thesis (the robustness of an 

old model, the development of ratios in an old model and the creation of a new model), this 

thesis bridges some of the gaps between previous studies and the modern context.  

 

A second contribution is that goodwill proportion was found to be a good predictor of failure, 

in contrast to findings in some prior studies. As Wu & Lai (2020) found that high goodwill 

intensity increased the probability of goodwill impairment and that managers tend to hoard bad 

news until they are released to the public, it would follow that a measure like change in goodwill 

would be a good predictor of bankruptcy. In contrast, this thesis did not find change in goodwill 

to have a significant effect, but that high goodwill intensity (or goodwill proportion) in itself 

had good explanatory power and was a trait of surviving firms.  

 

This thesis also contributes by adding IFRS-specific elements to the models. The fact the error 

rates in the model of this thesis were comparable to the error rates in Skogsvik (1987) indicates 

that IFRS-based accounting information is decision relevant. A possible explanation is that 

IFRS is capturing some of the changes in business models well.   

7.3  Limitations  

While there has been an attempt to perform the analysis in a similar manner as prior studies, 

making direct comparisons may not be justified due to certain inevitable methodological 

differences. Different studies have used different samples of firms, operationalized business 

failure in different ways, classified the time of failure differently, and used different statistical 

techniques. A direct comparison of error rates may hence not be appropriate, which should be 

kept in mind.   

 

This thesis has included only quantitative financial statement information as data input for the 

models. This is a limitation as factors that potentially could increase the predictive ability of a 

failure model, like macroeconomic factors, market prices of shares or bonds or other qualitative 

information (CEO attributes, board attributes, number of employees, CSR rating etc.), are 

neglected. The reason such information was left out in this thesis is that the information 

gathering would be extensive, hard to perform reliably and would distort from the Skogsvik 

(1987) study, making comparability worse. Also, the financial statement information used in 

this thesis is extracted solely from annual reports. This is a limitation as interim reports could 

be published closer to the date of failure with more current data. There are three arguments as 

to use annual reports rather than interim reports. One, annual financial statements are audited, 

ensuring a higher standard of disclosure and accuracy. Second, it is easier to extract information 

gathered from annual reports compared to interim reports, as it is more readily available in 

databases such as S&P Capital IQ. Third, as this thesis uses the Skogsvik model on a modern 

sample of firms, the comparability increases if the same type of data is included. The Skogsvik 

(1987) study used annual financial statements, making the same choice preferred for this thesis.  
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Compared to the study of Bodle (2016), which focused more on the type 1 error rates achieved, 

this thesis seeks to utilize a holistic approach to classify both survivors and failures correctly 

with as high accuracy as possible. This means that the results of this thesis could be of less use 

for practitioners who merely want to predict failures. This is not a limitation in itself, but a 

methodological choice. As this thesis seeks to investigate the decision relevance of accounting, 

we believe that focusing on average error rates gives a better understanding of the decision 

relevance, but we acknowledge that focusing more on type 1 errors, which have a higher 

misclassification cost, would have also been a viable methodological choice.  

 

As for the selection of failure firms, finding firms from Sweden and Norway was easier than 

for Denmark and Finland. This was partly due to the authors understanding of the Norwegian 

and Swedish language as well as knowledge of where to search for data. This means that it is 

possible that this thesis has failed to find all Danish and Finnish failure firms that fit the 

selection criteria. However, the sample size found is sufficient for the purpose of this thesis. 

Also, there is a risk that there are restructuring and/or turnaround firms within the sample of 

survivors, but we believe the major restructurings have been included.  

7.4  Suggestions for further research 

As this thesis has purely used quantitative data from annual reports, some information with a 

good predictive ability might have been left out. A study integrating other types of information 

such as industry information, board and CEO characteristics, macroeconomic factors etc. would 

be of interest.   

 

As we hypothesized in section 6.3, the persistent decision relevance of accounting information 

could be attributable to improvements from the implementation of IFRS. To investigate the 

magnitude of the IFRS impact, a more thorough study with a non-IFRS control group would be 

of interest. Having a non-IFRS control group in this thesis was considered, but it was perceived 

to increase the workload too much and was hence not included. Having research investigating 

the magnitude of this would however be useful.    

 

This thesis has uncovered that goodwill intensity seems to be a good predictor of failure for 

Nordic manufacturing firms, and having studies investigating whether the same appears to be 

the case in other geographies would be of interest. As IFRS 16 has recently been implemented, 

a future study similar to ours investigating the impact on business failure prediction 

incorporating IFRS 16 changes would add to the existing literature and knowledge.   
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9.  Appendices 

Appendix A: Time to failure with sources used 

 
Table A1: Overview over time of failure and time from last financial report to failure 
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Table A2: Overview of sources used to determine the time of failure for failure firms 
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Appendix B: Truncation and bounds for financial ratios 

 
Table B1: Overview of truncation of financial ratios. Please note that the mean and standard 

deviations listed for the ratios above are calculated before truncating the outliers 

 

Appendix C: Input to financial ratios 

 
Table C1: Overview of inputs to financial ratios 
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Appendix D: Correlation matrices for the Haglund and Olufsen (2021) model  

 

 

 

 

 

Table D1-D5: Correlation matrices for (t-1) to (t-5) in Haglund and Olufsen (2021) model 
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Appendix E: Survivor firms in alphabetical order  
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Table E1: List of survivor firms and what year the last financial report is from (t-1) 

 

Appendix F: Failure firms in alphabetical order 

 
 

Table F1: List of failure firms and what year the last financial report is from (t-1) 

 

Appendix G: Optimal functions of the Haglund and Olufsen (2021) model 

 

t-1: 

 
t-2: 

 
t-3: 

 
t-4: 

 
t-5:  

 
 

Figure G1: Overview of optimal probit functions estimated in the Haglund and Olufsen 

(2021) model 
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Appendix H: Financial ratios for each forecast horizon split on failures and survivors 

 
Table H1: Mean values of the financial ratios split on survivors and failures and by time 

horizon 
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Table H2: Median values of the financial ratios split on survivors, failures and time horizon 

 

 
Table H3: Mean, median and standard deviation of financial ratios split on failures and 

survivors 

 


