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Abstract 

In the past decade, the scale and scope of fintech credit have snowballed. The peer-to-peer 

lending industry can be seen as a complement to the traditional banking system. Improving 

the performance of lending platforms by increasing the accuracy of credit default predictions 

can help these platforms establish a decisive advantage in the market. This thesis aims to 

investigate the application of machine learning techniques to P2P lending default prediction 

modelling. It will seek to identify the most optimal approach for default prediction using 

machine learning for a given evaluation metric. This study uses real loan data from 

LendingClub, a publicly accessible public data source, to conduct its credit analysis. A well-

rounded set of evaluation metrics was carefully designed and compared. This study discusses 

four well-established machine learning techniques: logistic regression, support vector 

machine, random forest, and K-nearest neighbour algorithm. Logistic regression is 

considered the most adaptable approach for P2P default estimation among the available 

evaluation metrics after analysing the modelling results. This thesis is of great relevance in 

helping P2P platforms to improve their ability to identify the credit risk of borrowers. It can 

also help improve the success rate of P2P online lending, promote reasonable and effective 

investment by lenders, and boost the development of the P2P online lending industry. 
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Chapter 1  Introduction 

 

The aim of this thesis is presented. This chapter includes the study background, the research 

question, and details the structure of the thesis.  

 

1.1 Background 
In the past decade, the scale and scope of fintech credit have increased dramatically. The first 

batch of online loan platforms targeted the unsecured consumer credit market, focusing on 

borrowers with insufficient bank services. Since then, online lending platforms have 

developed and expanded to other markets, including student loans, auto loans, mortgage 

loans, and SME corporate loans. According to Tang’s (2018) research on the U.S. financial 

technology credit market, online loans provide an alternative to uncollateralised lenders. 

Financial technology credit services can also supplement bank loans in catering to the 

demand of underserved borrowers.  

  

Zopa, the first P2P lending platform, was founded in the UK in 2005. From there, the concept 

spread globally. According to Bertsch (2019), the UK and the US are the largest markets in 

the developed world, while China is the most active market for P2P credit. A survey by the 

Cambridge University Centre for Alternative Finance (2018)suggests that over 75% of global 

fintech credit activity occurs in China, with over a thousand active online lending platforms 

in the country. In the US, Prosper launched in 2006 followed by the LendingClub in 2007, 

and these companies remain the country’s two largest P2P lending platforms. In 2008, the 

U.S. Securities and Exchange Commission (SEC) officially confirmed that P2P transactions 

in the form of securities are regulated under the Securities Act of 1993. From 2012 to 2015 

the P2P industry expanded rapidly, with the number of platforms peaking at 13,000 in 

December 2014 according to the CEIC database (2021). After the 2008 financial crisis, P2P 

lending was advantageous for both lenders and borrowers, attracting investors who were 

frustrated with stock market returns and the low interest rates offered by banks (Brennan, 

2009). These platforms also attracted large institutional investors, such as hedge funds and 

wealth management firms (Light, 2012). The ‘Global Peer-to-Peer Lending Industry’ report 
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(Reportlinker.com, 2020) predicted that the global peer-to-peer lending market will grow at a 

compound annual growth rate of 42.7% between 2020 and 2027. 

 

One of the main functions of finance is to optimise the allocation of social resources. 

Traditional bank credit assessment models rely heavily on financial records, collateral assets 

or government guarantees. However, SMEs, entrepreneurs and individuals in urgent need of 

capital often cannot fulfil these conditions, leaving investors with idle funds. Peer-to-peer 

(P2P) lending bridges the gap created by traditional financial models by allowing private 

individuals to offer small loans directly to private borrowers or SMEs, generally without 

collateral. This improves the utilisation rate of idle capital and solves the problem of difficult 

and long financing cycles for those in need. It also enables small businesses and 

entrepreneurs, who have difficulty obtaining credit from traditional financial institutions such 

as banks, to have a wider source of funding, supporting SMEs and increasing employment. 

 

Although P2P online lending has advantages that traditional lending models do not have, 

there are also many risks. In general, these into two categories: platform risk and borrower 

credit risk. One of the key risks to the platform is the low barrier to entry into the P2P 

network lending industry due to initial confusion in the market and a lack of regulatory 

policies. Many platforms have incorrect market positioning, unreasonable risk control and 

irregularities in their accounting for lending transactions, leading to losses for both the 

platform and the lender. There are even cases of platforms engaging in fraud, illegally 

holding on to the money of their customers.  

 

However, the credit risk of borrowers is the most significant risk faced by P2P network 

lending. This can also be described as default risk, reflecting the issue of a borrower who is 

unable to fulfil the obligations of the lending agreement, resulting in losses to stakeholders 

such as the platform and the lender. Online lending default prediction is a technique for 

managing the risks of online lending. The large amount of real-world online lending data in 

the peer-to-peer industry offers the possibility of implementing default prediction. Therefore, 

finding a method with optimal performance in accurately assessing and predicting the default 

risk of borrowers is crucial to the stable operation of P2P online lending, the focus of this 

paper. 
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1.2 Research question 
The purpose of this thesis is to explore the potential of applying machine learning techniques 

to P2P lending for default prediction modelling. This thesis is of great relevance given its 

potential to help P2P platforms improve their ability to identify the credit risk of borrowers. 

In turn, this could improve the success rate of P2P online lending, promote reasonable and 

effective investment by lenders, and accelerate the development of the P2P online lending 

industry. The research question is the following: 

 

• Among the selected machine learning methods, which method performs best in default 

prediction in peer-to-peer lending for a given model evaluation metric? 

 

1.3 Structure of the thesis 
Credit risk is the main risk faced by P2P online lending platforms. Using the public data of 

LendingClub as an example, this thesis selects suitable variable indicators that affect 

borrowers' credit default risk. It then uses multiple machine learning models to conduct 

prediction research on borrowers' credit risk before conducting a comparative analysis of the 

prediction effects of different models. This analysis is based on the relevant indicators of the 

evaluation models, aiming to improve platform loan default prediction ability and reduce bad 

debts, lessons which can then be applied to future risk identification and analysis. 

 

The structure of the thesis is as follows: 

 

Chapter 1 presents the introduction, including a background to the P2P industry, highlights 

the research question, and lists the research methodology. 

 

Chapter 2 is a literature review of P2P online lending. It assesses the key factors influencing 

P2P financing and the credit risk of borrowers through various risk assessment models. 

 

Chapter 3 introduces the theoretical basis for the four models.The theories of Logistic 

Regression, Random Forest, Support Vector Machines (SVMs), and k-Nearest Neighbours 

(k-NN) are discussed.  

 

Chapter 4 provides a comparative analysis of credit risk in P2P lending based on empirical 

data. The variable indicators in the dataset are screened and then different models are applied 
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to predict default. The prediction performance of each model is analysed and compared 

through the evaluation models. From there, the model with the best prediction effect is 

identified. R x64 3.6.3 and R version 3.6.1 on x86_64-apple-darwin15.6.0 (64-bit) are used to 

programme and analyse the results. 

 

Chapter 5 offers a summary of the research problem. The results of the empirical and 

comparative analyses are brought together to form a set of preliminary conclusions. The 

imperfections of the article's analysis and possible avenues for future research directions are 

then presented.  
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Chapter 2 Review of P2P Lending Research 

 

As an emerging lending model, P2P lending has attracted the attention of many scholars, 

leading to a considerable body of published literature on the subject. In this chapter, a 

review of this research is presented. 

 

The information asymmetry that results from the virtual nature of online P2P lending has led 

to the credit risk of borrowers becoming the most significant risk facing this market. As such, 

this issue has been extensively studied by scholars. Previous researchers have shown 

particular interest in two aspects of P2P lending: the determinants of P2P financing and the 

quantitative models used to predict credit default. 

 

2.1 Determinants of P2P lending 
Regarding the causes of credit risk in online finance, Yum et al. (2012) point out that 

information asymmetry is the most fundamental problem faced by the online lending model. 

On the one hand, investors cannot gain full knowledge of the credit risk of borrowers because 

there is no effective communication channel between investors and borrowers. On the other 

hand, borrowers on P2P platforms are often at a disproportionately high risk of default since 

they have turned to P2P lending because they are unable to obtain loans from traditional 

banks. This information mismatch also raises the issue of adverse selection. Investors want 

more comprehensive and trustworthy information about the borrower. However, borrowers 

have an incentive to withhold unfavourable information in order to qualify for a more 

favourable lending agreement, such as one with a lower interest rate. Platforms typically 

require borrowers to provide verifiable information such as financial records and 

demographic data, including gender, race and age, alongside non-verifiable information such 

as interests, family background and photographs. These characteristics are known as the 

determinants of P2P lending as they have a significant impact on whether a borrower receives 

the financing requested and the interest rate at which this is offered. 

 

The majority of peer-to-peer lending sites provide lenders with a summary of the borrower's 

financial characteristics, which serves as a critical measure of their creditworthiness. Credit 

rating, income level, monthly expenditure, home ownership, and debt-to-income ratio are all 
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examples of typical financial characteristics. These are generally calculated by external rating 

agencies that compile a credit score from a variety of personal and financial characteristics. 

These financial determinants have been demonstrated to be crucial to the success of peer-to-

peer financing (Iyer et al., 2009; Klafft, 2008; Freedman & Jin, 2008). 

 

Research on whether there is age discrimination in the P2P lending market presents a 

consistent finding that younger and older people have more difficulty obtaining loans 

(Gonzalez & Komarova, 2014; Pope & Sydnor, 2008; Ravina et al., 2012). Analysing 

Prosper data, Ravina et al. (2012) found that older adults were discriminated against in the 

P2P loan market. Although older adults did not have higher default rates, on average they 

paid interest rates that were 14 basis points higher than the norm. Similarly, young people are 

considered a high-risk, high-default group. The 35–60-year-old group is 40-90 basis points 

more likely to obtain a loan compared to people under 35 (Pope & Sydnor, 2008).  

 

There is no consistent finding for whether gender determines the success of P2P financing. 

Pope & Sydnor (2008) found male gender discrimination in the U.S. P2P online lending 

market. Although the expected return on investment for male borrowers was about 2% higher 

than that of single female borrowers, single female borrowers were more likely to be trusted 

by investors and to receive loans at a 0.4% lower interest rate. Similarly, Chen et al. (2017) 

found significant gender discrimination in China's P2P online lending market. After 

analysing transaction data collected on Chinese P2P online lending platforms from August 

2007 to August 2011, they found that although women were more likely to obtain loans than 

men, women were less likely to use P2P online lending with only 20.64% of applicants being 

female. In this case, women had lower default rates than men but paid higher interest rates.  

In contrast, an analysis of transaction records from the German P2P lending platform Smava 

from March 2007 to March 2010 found that gender had little effect on borrowers' financing 

success after controlling for factors such as interest rate, the amount borrowed, loan term, 

loan purpose, financial status and age, and region of employment (Barasinska & Schäfer, 

2014). Overall, there is no consensus on how gender affects the success of P2P financing, 

with empirical studies suggesting that the impact of gender varies between countries.   

 

The completion of the loan description can introduce more personal information about the 

borrower and the goals of the loan. This can help to improve the borrower's credibility and 

convince lenders to offer a loan. The work of Herzenstein et al. (2008) suggests that 
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demographic attributes, such as race, gender, and marital status, have little impact on P2P 

fundraising success when compared to financial strength and advertising to potential lenders. 

In contrast, a study conducted by Larrimore et al. (2011) found that the words chosen in the 

loan description produced a significant effect. After studying more than 220,000 Prosper 

transactions, they found that loan descriptions with more words, specific descriptions (such 

as articles, quantifiers, and prepositions), number words, and words describing the borrower's 

ability to repay the loan all increased success rates. Conversely, loan descriptions that 

provided more human and contextual details, such as a description of friends, religion, and 

family, as well as more explanatory words (should/can/will) decreased the success rate for 

acquiring a loan.   

 

The role of appearance in the P2P lending market is a new area of research and there are no 

firm conclusions yet. Some studies (Klafft, 2008; Pope & Sydnor, 2008) point out that lists 

with and without photos have almost the same interest rates but an increased likelihood of 

loan financing. However, other studies have concluded that good-looking borrowers are more 

likely to obtain loans and borrow at low interest rates (Ravina, 2007; Ravina et al., 2012). 

 

Studies of borrower identification consistently conclude that more information is useful in 

determining a borrower's true creditworthiness, whether it is verified or unverified.  Investors 

often infer the creditworthiness of borrowers based on facts, though it should be clear that the 

information used may often be non-standard and subjective (Iyer et al., 2009) This soft 

information is also widely used in decision-making for lower-level credit approvals. Given 

this, non-verifiable information disclosure can affect financing decisions just as much as 

objective, verifiable information (Yum et al., 2012).  

 

2.2 Quantitative assessment of credit risk 
Another common research theme explores the credit risk of borrowers through various credit 

risk assessment models. Scholars have been attempting to estimate credit risk for nearly a 

century. Following the early work of Fitzpatrick (1932), scholars began to use quantitative 

methods to assess the creditworthiness of consumers. To date, many methods have been 

employed to assess the creditworthiness of applicants, using either a traditional statistical 

approach or advanced machine learning techniques. Recent research has uncovered 

substantial evidence that machine learning methods can significantly improve the accuracy of 

statistical methods without relying on restrictive assumptions. Machine learning methods 
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refer to 'a set of algorithms specifically designed to tackle computationally intensive pattern-

recognition problems in extremely large datasets’ (Khandani et al., 2010). Popular machine 

learning methods used in credit risk modelling include logistic regression (Steenackers & 

Goovaerts, 1989), artificial neural networks (Byanjankar et al., 2015; West, 2000), support 

vector machines (Huang et al., 2007; Van Gestel et al., 2003), decision trees (Zekic-Susac et 

al., 2004), discriminant analysis (Eisenbeis, 1978), and k-nearest neighbour analysis(Henley 

& j. Hand, 1997). These techniques are well suited for consumer credit risk analysis due to 

the large sample size and the complexity of the possible relationships between consumer’s 

transactions and their characteristics (Khandani et al., 2010).   

 

Myer and Forgy (1963) evaluated the credit risk of borrowers from retail credit application 

data to develop a scoring system for predicting credit risk. They conducted discriminant and 

multiple regression analysis, finding that at lower score levels, basic discriminant analysis 

outperforms multiple regression in separating customer groups and minimising potential 

default losses at a minimal cost. Wiginton (1980) compared linear and logit models in scoring 

experiments and found that the logit model outperforms the linear discriminant model. Most 

of the early modelling was based on simple algorithms, such as logistic regression and linear 

discriminant analysis. Later, with the development of data mining techniques, more data 

mining algorithms were used in risk control models for credit default prediction.  

 

Moving past early machine learning methods, the application of advanced algorithms such as 

neural networks and support vector machines (SVM) has further improved the predictive 

ability of the models. Several studies have concluded that artificial neural networks (ANNs) 

are more accurate in their use of datasets than data analytics and linear regression (Abdou et 

al., 2008; Desai et al., 1996; Imtiaz & Brimicombe, 2017). However, many parameters such 

as network topology, learning rate, and training method must be fine-tuned before an ANN 

can be successfully deployed. SVM has since emerged as a competing method to ANN, with 

both a type of nonparametric method. SVM was proposed by Cortes and Vapnik (1995) as an 

object classification method that does not consider multicollinearity among predictors. The 

method uses kernel functions to transform input data into higher feature dimensions. As 

reported by Dong et al. (2015), this means that SVMs using the RBF kernel can perfectly 

classify datasets irrespective of data comparability. If the data comparability is low, the 

accuracy of the classification is proportionally low and fluctuates irregularly. In these cases, 

the data comparability is more important and useful to improve than adjusting the algorithm 
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or measurement parameters. Building on the explanation above, the purpose of this work is to 

understand the accuracy of SVM as a method for credit scoring. In recent years, ensemble 

algorithms such as Random Forest and Lightgbm have seen increasing use in default 

modelling. These use multiple learning algorithms to achieve better predictive performance 

than any individual algorithm can provide. The predictive power of the ensemble model is 

greater than models using simpler principles such as logistic regression and linear 

discrimination.   

In addition, scholars have compared the performance of different machine learning methods 

to find more optimal methods for distinguishing loans with different risks.  

 

However, there is no consensus on which machine learning models are the best for all data. 

Galindo and Tamayo (2000) compare the classification and regression tree (CART) model 

with other machine learning models such as neural networks and K-nearest neighbour 

classifiers for their ability to improve the identification of good borrowers. The results of the 

comparison show that the CART decision tree model outperforms other methods in 

predicting the risk profile of borrowers. Malekipirbazari and Aksakalli (2015) construct a 

random forest based classification method to assess the credit risk of borrowers. They argue 

that it outperforms FICO credit scores and the credit segmentation of LendingClub platforms 

in identifying low-risk borrowers. As part of this, they note that finding high FICO 

Borrowers with high scores and high LendingClub ratings does not necessarily result in low 

default rates. Jin and Zhu (2015) set their work apart from other scholars who categorise 

behaviour into defaulted and non-defaulted. In their analysis, they classified the lending 

behaviour on LendingClub into defaulted, near-defaulted, and paid-up (non-defaulted), using 

this framework to compare five models: two decision tree models, two neural network 

models, and one SVM model. Empirical studies show that the predictive performance of 

SVM, CART, and Multi-layer Perceptron are almost identical.  

 

2.3 Comment on the current literature 
In this paper, we have summarised scholars' work up to now on P2P online lending. Most of 

the studies discussed assess the determinants of P2P financing or the credit risk of borrowers 

through various credit risk assessment models. In addition, there are a few comparative 

analyses of the ability of different machine learning models to predict borrowers' credit risk 

in P2P online lending. Many models have been studied but there is no definitive conclusion 

on which model performs best in predicting P2P loan defaults. There are multiple possible 
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explanations for this issue. First, different data sets and different data processing methods 

may deliver different results. Second, scholars often use different measurements as a 

benchmark to compare the performance of models, leading to differing conclusions.  

 

Based on this summary of scholars' research, this paper applies the Logistic Regression, 

Random Forest, Support vector machines (SVMs), and k-Nearest Neighbours approaches to 

identifying borrowers' credit risk in P2P online lending, using data from the US online 

lending platform LendingClub. Studying the credit risk of borrowers in P2P network lending 

involves making judgments of whether borrowers can perform on time. This is essentially a 

dichotomous problem. All four models can be used to analyse the problem of identifying 

risks, from which the relevant evaluation indicators of the models are then compared and 

contrasted. 
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Chapter 3 Methodology 
 

This chapter describes four selected machine learning models that will be used to evaluate 

credit default. The models that we choose are Logistic Regression, Random Forest, Support 

vector machine (SVM), and k-Nearest Neighbours (k-NN). In the section below, we explain 

the theories behind these models. 

 

Logistic Regression 
Logistic regression is a machine learning method for binary classification prediction 

problems, based on linear regression. Linear regression describes the relationship between the 

predicting variable and the predictive variable in a linear manner: 

ŷ(𝑖) = 𝛽0 + 𝛽1𝑥1
(𝑖)

+ ⋯ + 𝛽𝑝𝑥𝑝
(𝑖)

(1) 

                                                                            

For classification problems, we would like to have a probability between 0 and 1. Therefore, 

we introduce a sigmoid mapping of the output (Figure 3.1). This function can map any value 

between 0 and 1. 

𝑙𝑜𝑔𝑖𝑠𝑡𝑖𝑐(𝜏) =
1

1 + exp(−𝜏)
(2) 

 

 

 

Figure 3.1: Plot of the sigmoid function 

The linear regression expression assumes a sigmoid mapping, producing the following 

expression: 

𝑃(𝑦(𝑖) = 1) =
1

1 + exp (−(𝛽0 + 𝛽1𝑥1
(𝑖)

+ ⋯ + 𝛽𝑝𝑥𝑝
(𝑖)

))
(3)
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As logistic regression will produce an output of between 0 and 1, this can be considered as a 

probability value. Therefore, a probability threshold can be taken, and a partition function 

constructed from the ratio of the output value to the threshold for achieving binary 

classification. For example, in P2P default prediction, the output of the model is the 

probability of a user defaulting in the future. If the threshold is 0.5, the user will be 

considered to have defaulted with a result greater than or equal to 0.5, with a dependent 

variable of 1. When the probability value is less than 0.5, the dependent variable is 0. This 

threshold can be set freely according to the situation. 

 

Logistic regression uses a probabilistic framework, the maximum likelihood estimation, to 

form the parameters. Maximum likelihood estimation can only be discussed in an asymptotic 

context, meaning the model will only work well when the sample size is large enough. 

Conversely, when the sample size is relatively small, or the data distribution is unbalanced by 

many explanatory variables, the premises of the maximum likelihood method cannot be met, 

likely leading to biased estimates. The essence of logistic regression is that the probability 

distribution of the target variable must be assumed, after which a likelihood function is 

defined. The model construction of logistic regression is achieved by seeking the best 

parameter solution to maximise the value of this function through the iterative gradient 

method. 

 

Logistic regression is simple, the model is highly interpretable, and by weighting the features 

you can see the effect of different factors on the result. However, logistic regression is 

sensitive to multicollinearity and also exhibits difficulty dealing with a data imbalance. 

Moreover, logistic regression itself cannot filter features and is not very accurate, due to its 

simple form, making it a poor fit for the real distribution of the data. 

 

Random Forest  
Random forest is a supervised learning algorithm in which decision trees are ensembled 

for classification, regression, and other tasks. Each decision tree in the forest is 

independent of the others. A decision tree is a structure in which each internal node 

represents a judgement on an attribute, each branch represents the output of a judgement, 

and each leaf node represents a classification result. 
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The random forest algorithm has a two-step process (Figure 3.2). First, it selects data 

points from the training set and uses them to build decision trees. Once the forest is 

formed, new data are input, and each decision tree individually determines which 

category the sample should belong to. In our case, it is whether the specific loan will 

default. Then the algorithm predicts which category the sample should belong to by 

observing which category has been selected the most. 

 

 

 

Figure 3.2 The two-step process for random forest 

 

Random forest inherits the advantages of tree-based methods, and it is relatively easy to 

understand and explain. It is good at resolving errors in class-imbalanced data sets, and it 

also supports efficient methods to estimate missing data. This helps to maintain accuracy 

against overfitting even when there are large amounts of missing data. The disadvantage, 

however, is that features that take more divided values tend to have a greater impact on 

the decision-making process, affecting the validity of the fitted model. Compared with the 

simple tree method, the random forest is more difficult to interpret. This is its ‘price’ for 

higher predicting accuracy. In addition, although random forest can solve both 

classification and regression problems, it performs better in classification problems. 

 



14 
 

Support Vector Machine (SVM) 
Support vector machines (SVMs) are a general class of linear classifiers that perform 

binary classification on data. They use supervised learning, with the decision boundary 

defined as the maximum marginal hyperplane over the learning sample. The maximum 

marginal hyperplane is the largest distance to the nearest element of each tag. 

 

 

Figure 3.3 Best hyperplane for SVM 

 

SVMs can be used for regression problems, but they are more used for classification. 

Each sample in the training set is identified as belonging to one of binary classes. The 

SVM constructs a model that categorises new samples, making it a non-probabilistic 

binary linear classifier. The SVM model represents samples as points in space, and that 

mapping allows samples from different classes to be separated by as wide a surface 

interval as possible. New samples are then mapped to the same space, and the class they 

belong to is predicted based on which side of the interval they fall. SVM can also apply to 

non-linear problems, and it is can cope with the linear non-differentiation of sample data. 

It does this mainly through relaxation variables and kernel function techniques. 

 

The advantages of SVM are that it is effective in solving classification problems with 

high-dimensional features, that it still works well when the feature dimension exceeds the 

sample size, and that it is not dependent on the complete data set. It is also memory 

efficient, since only one subset of the training points is used in the decision process. 

SVMs are also versatile, leading to better performance in classification problems because 

class separation is often highly non-linear. The disadvantage is that SVMs perform poorly 
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when the feature dimension is much greater than the sample size, and they are less 

suitable for use when the sample size is very large and the kernel function is mapped to 

an extremely high dimension that is computationally demanding. Besides, the SVM is 

vulnerable to missing data. 

 

K-Nearest Neighbors (k-NN) 
The algorithm k-nearest neighbors (k-NN) is a non-parametric classification technique. 

Its fundamental concept is to add test data to known data and labels from the training set, 

compare the features of the test data to the corresponding features in the training set, and 

then find the top K data in the training set that are the most like it. The class 

corresponding to those test data is the one that occurs most frequently in those top K data.

 

Figure 3.4 The k-NN approach 

 

There are four major processes in the k-NN algorithm. First, it measures the distance 

between a sample point in the training and test samples. Then it ascends all distance 

values to pick the k samples with the smallest distance. The final move is to vote on the 

labels assigned to those k samples to determine the final classification category. The data 

are used to determine the optimal value of k. In general, a larger value of k in 

classification reduces the effect of noise, but it blurs the boundaries between categories. A 

better value of k can often be achieved using different heuristic techniques, such as cross-

validation. 

 

The advantage of k-NN is that it is intuitive and easy to understand and implement. It 

makes no assumptions about the data, so it is accurate and insensitive to outliers. Being a 

memory-based approach, k-NN immediately adapts to changes as new training data come 

in. This makes k-NN respond quickly to changes in inputs. However, unbalanced samples 
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can create more bias in predictions. In addition, for large datasets, the computation is 

intensive, so a large amount of memory is required. 
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Chapter 4 Empirical Analysis of Credit Risk in P2P Lending Market 
 

Machine learning algorithms are used to conduct an empirical analysis of peer-to-peer 

credit data. The aim is to validate the role of machine learning algorithms in P2P credit 

default management. This section outlines the entire data mining process, from pre-

processing the data and engineering features to creating the final model and evaluating 

the results. It uses four machine learning models as examples. 

 

4.1 Source of Data – LendingClub 
One characteristic of peer-to-peer lending is that P2P data are accessible for research 

purposes. Banking systems in the traditional sense have several layers of protection, and 

they are averse to disclosing private information. As a result, P2P lending would have 

access to a vast volume of data for credit risk assessment. 

 

The data for the empirical analysis in this paper come from real loan application data on 

the LendingClub platform. LendingClub was founded in Delaware on October 2, 2006, 

and it was once the largest online lending marketplace website. It connected borrowers 

and investors in the United States. As of September 30, 2020, LendingClub’s total loan 

originations exceeded $60 billion. 

 

Under the promissory note model, LendingClub acts as the intermediary transferor of the 

loan. The borrower issues a promissory note for the loan to LendingClub, which 

originates the loan to the borrower and then assigns the promissory note issued by the 

borrower to the investor. Under the bank model, LendingClub works with WebBank, a 

commercial bank, which originates the loan to the borrower and assigns the loan 

promissory note issued by the borrower to LendingClub without recourse. LendingClub 

works with WebBank to address the issue of varying interest rate caps on loans across 

states and to eliminate the need to apply for state loan licenses. LendingClub assigns the 

loan promissory notes it receives from the borrower to the subscribing investor, who 

becomes a creditor of the borrower. Under the securities model, WebBank sells the loan 

to LendingClub after issuing it to the borrower, and then LendingClub sells the debt 

instrument to the investor. In this model, there is no direct debt relationship between the 

investor and the borrower. From these three changes, LendingClub’s changes have 
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always been accompanied by changes in regulatory policies in the U.S. As an emerging 

fintech industry, the P2P industry is subject to strong and unstable policy constraints, 

which leads to higher compliance costs borne by P2P companies. 

 

In February 2020, LendingClub announced it was acquiring Radius Bancorp, an internet 

bank in the U.S., LendingClub stated that the acquisition would provide benefits 

including lower funding costs, enhanced regulatory clarity, and business and revenue 

diversification. However, instead of interpreting the acquisition as LendingClub’s desire 

to use its banking license to boost its P2P business, investors interpreted it as a 

compromise of the P2P giant’s business model with banks after years of losses and lack 

of expansion. In October 2020, LendingClub announced that it would shut down its P2P 

platform by the end of 2020 and make its fourth change in 2021 – transforming into a 

full-service fintech marketplace bank. This further confirms that LendingClub acquired 

Radius Bancorp to get a banking license for its transformation and not to develop its P2P 

business further. 

 

4.1.1 The LendingClub business model 

As an internet-based platform, LendingClub operates entirely online with no traditional 

branch infrastructure. In terms of revenue composition, transaction fees are 

LendingClub’s primary source of revenue, with that revenue coming primarily from 

transaction fees paid to LendingClub by card-issuing banks, education, and healthcare 

providers. The LendingClub platform plays a facilitating role in marketing to borrowers, 

and it helps issuing banks generate loans. Therefore, banks and education and healthcare 

providers pay transaction fees to LendingClub. The amount of these fees is based on the 

terms of the loan, including amount, grade, term and channel. Investor fees are another 

major source of revenue. These are the cost incurred by making loans, and they include 

managing borrower payments, collections, fees paid to investors, maintaining investor 

account portfolios, providing information, and publishing monthly statements. Investor 

fee income earned is primarily affected by the service fee rates paid by investors, the 

outstanding principal balance of loans and the amount of principal and interest collected 

from borrowers and remitted to investors. 

As an information intermediary, LendingClub connects with borrower members and 

investor members. 
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I. Borrowing process 

LendingClub provides unsecured personal loans for refinancing credit card balances and 

secured personal loans, mainly to refinance auto loans. Borrowers are required to register 

their accounts in their real names with the platform and provide supporting information 

before applying for a loan. To qualify for a loan, many factors are considered, including 

but not limited to: FICO score, satisfactory debt-to-income ratio, satisfactory credit 

history, and a limited number of credit inquiries within the past 6 months. When it 

receives a loan application, LendingClub provides the applicant with a variety of loan 

options, including the loan term, interest rate and amount for which the applicant 

qualifies. Once the applicant has selected a personalised financing option and completed 

the application process, LendingClub may conduct additional verification of the 

applicant. When the verification is complete, information about the borrower whose 

application is approved is posted on the platform’s website. This includes the interest rate, 

term, total amount borrowed, and risk level, so investors can choose it. When the 

borrower and investor are successfully matched, WebBank disburses the loan to the 

borrower within a certain period and sells the proof of loan to LendingClub, thus allowing 

the investor to pay the funds to LendingClub. When the borrower repays the loan, 

LendingClub deducts a portion of the amount as a service fee and pays the remaining 

funds to the investor. If insufficient investor commitments are received and LendingClub 

does not choose to purchase the loan with its own funds, then the loan is unfunded. 

 

II. Investing process 

LendingClub first requires investors to register a real-name account, and the platform 

verifies the investor’s information during registration. The investor’s bank account is then 

linked to the account limit on the LendingClub platform through an automated clearing 

centre. Earnings generated from investments are transferred directly to the investor’s 

bank account. LendingClub classifies borrowers into 35 levels (A1~G5) from low risk to 

high risk, based on a credit risk calculation model. A1-level borrowers have the lowest 

risk but the lowest corresponding interest rate; G5-level borrowers have the highest credit 

risk and the highest corresponding borrowing interest rate. Investors can choose to invest 

according to their risk preference. 
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Figure 4.1: LendingClub business model. Source: Company 10-K 

 

 

The data were collected from loans application evaluated by LendingClub between 2007 

and 2018 (www.lendingclub.com), and the dataset was downloaded from Kaggle 

(www.kaggle.com). The data contain 2,260,701 observations with 151 variables each. 

The names of all the variables and the corresponding variable descriptions are shown in 

the appendix (Appendix Table 1), and Figure 4.2 shows the real data in the data analysis 

tool R. 

 

 

 

http://www.lendingclub.com/
http://www.kaggle.com/
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Figure 4.2 real data in R for part of 151 variables for the first 15 of 2,260,701 samples 

 

4.2 Data Pre-processing 
Real-world data can contain many missing values, a lot of noise, and outliers because of 

manual input errors, all of which can make it difficult to train algorithmic models. Data 

cleansing takes all kinds of dirty data and transforms them into standard, clean, 

continuous data for use in data statistics, data mining and other applications. The time 

spent on work related to data processing can be more than 70% of a project. 

The dataset has 151 variables. To reduce the high-dimensional data to a more compact 

form – to avoid unnecessary computational stress and getting into overfitting problems – 

the dataset is first pre-processed. This section describes the steps of the pre-processing 

phase. 

 

4.2.1 P2P Lending Loan Status Analysis 

The ‘loan_status’ implies the current standing of the loan; it is the target variable for 

modelling. As the aim of modelling is to predict whether a user will default on a loan, this 

paper classifies the loans into two categories, good loans and non-performing loans, 

based on the loan_status. 

 

In the original data, the variable ‘loan_status’ has 10 statuses. Their number and meaning 

are shown in Table 4.1. 

 

Table 4.1 Descriptions of the target variable ‘loan_status’ 

Loan Status  Meaning  Observations  
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Fully Paid  Loan has been fully repaid, either at the 

expiration of the 3- or 5-year year term or 

as a result of a prepayment. 

1076751 

Current  Loan is up to date on all outstanding 

payments.  

878317 

Charged Off  Loan for which there is no longer a 

reasonable expectation of further payments. 

268559 

Late (31-120 

days)  

Loan has not been current for 31 to 120 

days.  

21467 

In Grace Period  Loan is past due but within the 15-day 

grace period.  

8436 

Late (16-30 

days)  

Loan has not been current for 16 to 30 days. 4349 

Does not meet 

the credit 

policy. Status: 

Fully Paid  

While the loan was paid off, the loan 

application today would no longer meet the 

credit policy and wouldn't be approved on 

to the marketplace 

1988 

Does not meet 

the credit 

policy. Status: 

Charged Off  

While the loan was charged off, the loan 

application today would no longer meet the 

credit policy and wouldn't be approved on 

to the marketplace 

761 

Default  Loan has not been current for 121 days or 

more. 

40 

NA   Null 33 

Total    2260701 

 

Previous studies have used a variety of classification strategies to categorise these 10 

states, yielding somewhat different results. For this paper, default means being more than 

30 days past due. Therefore, borrowers with a loan status of ‘late (30-120 days)’, 

‘default’, and ‘charged off’ are classified as defaulters and labelled as ‘non-performing’, 

whereas borrowers with a loan status of ‘fully paid’, ‘in grace period’, and ‘late (16-30 

days)’ are said to be in ‘good’. Loans that are not completed have no value to this paper, 

so samples with a ‘current’ status were removed, and because ‘NaN’ is a missing attribute 
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with no current status, those loans were removed. ‘Does not meet the credit policy’ means 

that loan application today would not be approved for the market. Such loans have no 

reference value, and they were removed. 

 

The sample distribution after classification is shown in Figure 4.3. 

 

 

Figure 4.3 Classification of loans 

 

With 1,089,536 good loans and 290,066 non-performing loans by classification, the good 

sample was 3.75 times larger than the non-performing sample. This is within the 

acceptable range for data mining modelling, as realistic defaulters represent only a small 

portion of overall users. However, we up-sample the groups in a later step to better 

extract signals that could lead to loan defaults. 

 

4.2.2 Data Cleaning 

I. Treatment of the missing value 

The original dataset obtained from LendingClub contains a proportion of variables with 

missing values, which is common in real-world data. There is a variety of explanations 

for missing data, including device failures that result in entry failures, human reasons 

such as people hiding data for their own reasons, and different selection requirements that 

result in missing data in the early stages of the process. 

This paper uses the rejection and imputation approaches to deal with missing values, 

depending on the type of variable and the proportion of missing values. Variables with a 

high proportion of missing values are rejected outright, as filling in values for such 
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variables may cause the model to deviate significantly from reality. There is no consistent 

cut-off in the literature for missing data in a dataset that is generally acceptable for 

statistical inference (Dong & Peng, 2013). Therefore, the threshold set here is based on 

the missing rate distribution (Figure 4-4). 

 

 

Figure 4.4 Missing rate for 151 variables 

 

There were no variables in the dataset with missing rates between 20% and 50%, so the 

threshold was set at 20%. This means that variables with more than 80% missing data 

were removed. In this process, it is important to keep as much information as possible, 

but variables missing too much value may affect the model result even if we impute them. 

Null values in the variables were dealt with in the thesis using imputation techniques for 

variables with a smaller proportion of missing values. Categorical missing data were 

replaced with ‘None’, while numerical missing data were replaced with the median. Since 

less than 10% of the total feature data was replaced, and data on at least 40,000 loans 

were available for each variable, the imputation approach should have an insignificant 

effect on the study. 

 

II. Treatment of invalid variables and those with low information value 

Values that were not statistically meaningful were omitted. Some variables in the raw 

data are unique identifiers provided by the website to distinguish between different users. 

Thus, they are not useful in determining the borrower’s credit danger. For example, 

‘URL’ is the URL of the LendingClub page with the listing info, and ‘ID’ is the loan 
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listing’s uniquely assigned ID. Because these are not needed for assessing the credit risk 

of a borrower, they have been removed. Variables that have only one attribute with zero 

variability, such as ‘policy code’, were removed. 

 

In addition, categorical variables with an excessive number of unique values were 

omitted. These categorical variables contain a wealth of information. For example, ‘Emp 

title’ and ‘title’ have 365,752 and 59,997 unique values, respectively, but they are not 

useful for modelling and they increase the computational load. So, they have been 

removed. Besides, they are filled in manually by the borrower. 

 

III. Feature derivation 

This is the final pre-processing stage. For example, the correlation between 

‘fico_low_range’ and ‘fico_high_range’ is almost 1. This means that they are highly 

correlated. So, after averaging, a new variable is derived and named ‘fico_score’. 

Following the same process, a new variable ‘last_fico_score’ was created. The 

correlations of the other variables are determined later, as logistic regression is 

susceptible to multicollinearity. 

‘𝑓𝑖𝑐𝑜_𝑠𝑐𝑜𝑟𝑒’ =  (‘𝑓𝑖𝑐𝑜_ℎ𝑖𝑔ℎ_𝑟𝑎𝑛𝑔𝑒’ +  ‘𝑓𝑖𝑐𝑜_𝑙𝑜𝑤_𝑟𝑎𝑛𝑔𝑒’) / 2 (4) 

‘𝑙𝑎𝑠𝑡_𝑓𝑖𝑐𝑜_𝑠𝑐𝑜𝑟𝑒’ =  (‘𝑙𝑎𝑠𝑡_𝑓𝑖𝑐𝑜_ℎ𝑖𝑔ℎ_𝑟𝑎𝑛𝑔𝑒’ +  ‘𝑙𝑎𝑠𝑡_𝑓𝑖𝑐𝑜_𝑙𝑜𝑤_𝑟𝑎𝑛𝑔𝑒’) / 2 (5) 

 

Based on the initial data cleaning procedures, 92 variables were omitted from the original 

dataset, leaving 59 variables, including ‘Loan_status’, as a dependent variable. 

 

4.2.3 Data Normalisation 

This is a pre-processing technique that is often used in machine learning. Scaling the 

features normalises the range of independent variables. Methods of feature scaling 

include min-max normalisation, mean normalisation, z-score normalisation and scaling to 

unit length. The values of different variables in the original dataset may differ 

significantly, and there is no comparability between variables since numerical variables 

also have different magnitudes. Variables with higher values become more useful in the 

analysis, and they affect the results if the raw data set is used. It is important to remove 

the effects of size differences and the range of values between numerical variables to 

consider problems in a systematic and integrated manner. 

 



26 
 

Z-score normalisation is used in this study to better deal with this problem. It allows for 

easier data comparison, and it reduces data redundancy. Data for numerical variables are 

first normalised by standard deviation in this article, with a mean of 0 and a standard 

deviation of 1. The transformation is as follows: 

 

𝑥𝑖 = (𝑥𝑖 − 𝑚𝑒𝑎𝑛(𝑥))/(𝑠𝑡𝑑(𝑥)) (6) 

 

4.2.4 Imbalanced Data Handling 

Imbalanced data is a popular machine learning problem in which the total number of 

instances is less important than the set of instances in a category. Models trained on 

balanced datasets tend to outperform models trained on unbalanced data in terms of 

prediction. When a training dataset is imbalanced, the trained models are not robust and 

there is a large variation in the evaluation of the prediction results because of the large 

variation in the number of samples in different categories. When the number of samples 

in a category is sparse, it is very easy to ignore such samples during the training phase. 

So, the model ignores these features, reducing its prediction accuracy for such samples. 

Although the default rate of borrowers in P2P lending is higher than in traditional 

lending, the proportion of defaulters is still low. Moreover, there is a gap between on-time 

performers and late defaulters, so credit risk analysis of P2P lending must address that 

imbalance in the data set.  

 

The distribution of information should be as even as possible. If there is a significant data 

imbalance, predictions are likely to be biased, i.e., classification results are skewed 

towards a larger group of observations. Sampling methods and manually produced data 

samples are often used to deal with imbalanced data. Oversampling from a few classes 

and undersampling from most classes are examples of sampling methods. Oversampling 

involves taking several samples from a minority class to increase the number of such 

samples in the training set to balance with the number of majority class samples. It is a 

fair increase in the number of minority class samples. Undersampling aims to minimise 

the sample size of several groups to get a balanced sample, i.e., to reduce the majority 

sample proportionately. With undersampling, eliminating the majority class sample may 

cause the model to lose much valuable knowledge about the majority class, while the 

simple replication in oversampling may lead to overfitting in model training. The 

SMOTE algorithm allows for better resolution of imbalanced data. 
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Chawla introduced the SMOTE algorithm in 2020 to address the issue of imbalanced 

data, and this thesis makes use of the SMOTE algorithm. This algorithm employs a 

technique called synthetic minority oversampling, which is an improvement over the 

random oversampling algorithm. The fundamental principle is to evaluate and model a 

small number of category samples first, and then add new artificially simulated samples 

to the data set so that the categories of the original data are no longer severely imbalanced 

(Figure 4.5) . The k-NN technique is used to simulate the algorithm’s simulation process, 

and the following steps are taken to generate new samples: 

 

• Sample the nearest neighbor algorithm to calculate k nearest neighbors for each 

minority class sample; 

• Randomly select N samples from the k nearest neighbors for random linear 

interpolation; 

• Construct a new minority class sample; 

• Synthesise the new samples with the original data to produce a new training set. 

 

 
Figure 4.5 Synthetic Samples for SMOTE 

 

4.2.5 Feature Selection 

After the initial cleaning of the data, removing the loan status as the dependent variable 

left 57 variables. To analyse data, it is not the case that the more independent variables 

that are selected, the better the model results will be. Instead, additional input variables 

add extra degrees of freedom to the model itself. These help the model remember certain 

details, but they are not useful for building a stable, generalised model. That is, adding 

more uncorrelated variables increases the risk of over-fitting. Variable screening is 

conducted before machine learning to identify important variables that apply to the 
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dependent variable, prevent dimensional disasters, reduce the dimensionality of the data 

and further process the reduced data to improve the model. 

 

I. Feature importance 

According to Chen et al. (2020), the random forest varImp( ) method provides the highest 

accuracy and kappa for machine learning results when selecting main features for data 

classification, outperforming Boruta and recursive feature elimination (RFE). In this paper, 

the random forest method is used for the variable selection process. Before running the 

random forest method, one-hot encoding is applied for categorical variables. A higher 

importance score for a feature indicates that the variable has a greater influence on the 

dependent variable. The results show that the variable ‘last_fico_score’ is far more important 

than the other variables. However, to avoid dimensional problems and to include as much 

information about the borrower as possible, the top 20 variables were selected by comparing 

the importance scores of each variable (Figure 4.6).  

  

Figure 4.6 Variable importance for LendingClub 

 

II. Autocorrelation 

The autocorrelation between variables must be considered in logistic regression models. 

When the variables entering the model are highly correlated, the output of the model will be 
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affected and the variance of the regression coefficients will increase. The more variance 

variables have, the more difficult it is to interpret the coefficients. Therefore, this paper uses 

Pearson Correlation (Figure 4.7) and correlation matrix (Appendix Table 2) to check the 

correlation of the variables. For any two variables with a linear correlation coefficient above 

0.7, the variable with the higher feature importance score is retained and the variable with the 

lower score is omitted. This measure resulted in the elimination of five variables and the 

retention of 15 variables (Table 4.2). 

 

Figure 4.7 Pearson correlation for variables 

 

 

Table 4.2 Data dictionary of final attributes utilised in our model 

Variable Name Description 

last_fico_score The borrower’s last FICO Score 

int_rate Interest Rate on the loan 

term The number of payments on the loan. Values 

are in months and can be either 36 or 60. 

acc_open_past_24mths Number of trades opened in past 24 months. 
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fico_score The  borrower’s FICO score  at loan 

origination  

dti A ratio calculated using the borrower’s total 

monthly debt payments on the total debt 

obligations, excluding mortgage and the 

requested LC loan, divided by the borrower’s 

self-reported monthly income. 

num_actv_rev_tl Number of currently active revolving trades 

emp_length Employment length in years. Possible values 

are between 0 and 10 where 0 means less than 

one year and 10 means ten or more years.  

annual_inc The self-reported annual income provided by 

the borrower during registration. 

revol_util Revolving line utilization rate, or the amount 

of credit the borrower is using relative to all 

available revolving credit. 

bc_open_to_buy Total open to buy on revolving bankcards. 

mo_sin_rcnt_tl Months since most recent account opened 

avg_cur_bal Average current balance of all accounts 

mths_since_recent_inq Months since most recent inquiry. 

mths_since_recent_bc Months since most recent bankcard 

delinquency 

 

 

4.3 Model Results & Discussion 
In this section, we compare the performance of the four models with various benchmarks to 

provide a more well-rounded analysis of each model’s performance. We present the models’ 

accuracy, sensitivity, specificity, precision and F1 scores. The results of classification 

problems are often presented in confusion matrixes, which clearly indicate the performance 

in different categories. Below is an example of a confusion matrix. 
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Table 4.3 Confusion Matrix  

 Reference: Good Loan Reference: Bad Loan 

Prediction: Good Loan True Positive (TP) False Positive (FP) 

Prediction: Bad Loan False Negative (FN) True Negative (TN) 

 

‘Positive’ and ‘negative’ describe the classes of the classification problem – in this case, the 

two loan statuses. In the code, we defined ‘Good’ to be positive and ‘Non-performing’ to be 

negative. ‘True’ and ‘false’ refer to the correctness of the prediction compared to the 

reference, which is the realistic scenario. ‘True’ means that our model predicts the result 

correctly, while ‘False’ indicates that the model makes a wrong prediction. In our case, 

‘False’ could mean that the model predicts a non-performing loan to be a good loan or a good 

loan to be non-performing. In the next section, we provide a more detailed explanation of the 

benchmarks we chose for the confusion matrix. 

 

Accuracy refers to the percentage of correct predictions relative to the entire sample. 

 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃 + 𝑇𝑁

𝑇𝑃 + 𝑇𝑁 + 𝐹𝑃 + 𝐹𝑁
(7) 

 

Accuracy is both understandable and intuitive. However, it is not sufficient to only consider 

accuracy when comparing the performance of different models, especially under the scenario 

of imbalanced data. Overall accuracy is important when analysing model performance. 

However, due to the business implications of predicting defaults, we also care about the 

composition of accuracy. The composition refers to how many good loans are classified as 

good loans and how many non-performing loans are classified as non-performing. The 

prediction accuracy of non-performing loans is particularly relevant to this study because we 

would like to mitigate the default risk for P2P loans. 

 

Precision refers to the percentage of samples that are positive among all samples that are 

predicted to be positive. While accuracy represents the overall prediction accuracy, including 

both positive samples and negative samples, precision represents the correctness of the 

prediction in the positive sample results.  

 



32 
 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑃
(8) 

 

Sensitivity is the probability that a positive sample will be predicted to be positive; in our 

case, it is the probability that good loans will be predicted as such. 

 

𝑆𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑦 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑁
(9) 

 

The F1 score helps find a balance between precision and recall. The higher the F1 score, the 

better the performance of the model. 

𝐹1 =
2 ∗ 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 ∗ 𝑆𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑦

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑆𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑦
(10) 

 

Specificity refers to the percentage of good loans that are predicted to be good compared to 

all the good loans. This benchmark helps to measure whether we can identify all the good 

loans. 

 

𝑆𝑝𝑒𝑐𝑖𝑓𝑖𝑐𝑖𝑡𝑦 =
𝑇𝑁

𝐹𝑃 + 𝑇𝑁
(11) 

 

When comparing such benchmarks, the most favourable scenario is that we predict good 

loans to be ‘good’ and bad loans to be ‘non-performing’, which would mean that we make 

correct predictions. However, among incorrect predictions, false positives (FPs) are worse 

than false negatives (FNs). In FPs, we predict bad loans to be good. If investors invest in such 

loans, they will suffer a loss, and this will hurt the performance and reputation of our lending 

platform. In FN cases, although we miss good investment opportunities, we do not cause a 

loss of funds for investors. If we take a closer look at the functions above, we can note that 

the precision and the sensitivity functions look similar in format. The difference is between 

FPs and FNs as a part of the denominator. As discussed above, if we are to have a wrong 

prediction, we consider FNs better than FPs. A higher number of FNs means a larger number 

in the denominator, leading to a lower value for sensitivity.  Therefore, when we compare the 

above benchmarks, we would prefer a prediction with lower sensitivity compared to 

precision, all else being equal. 
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Below are the confusion matrixes of all four models. We will discuss the results of each 

model in turn. 

 Table 4.4.1 Confusion Matrix for Logistic Regression 

Logistic Regression-Confusion Matrix 

Prediction Reference 

good non-performing 

good 6306 415 

non-performing 311 1872 

 

Table 4.4.2 Confusion Matrix for Logistic Regression as Percentage 

Logistic Regression-Confusion Matrix as Percentage 

Prediction Reference 

good non-performing 

good 0.9530 0.1815 

non-performing 0.0470 0.8185 

 

In the confusion matrix of the logistic regression model, the sum of actual good loans is 

6617, and the sum of actual non-performing loans is 2287. The model wrongly predicts 311 

good loans to be non-performing loans and 415 non-performing loans to be good loans, 

achieving an accuracy of 0.9185. In the correct predictions, the model predicts 95.30% of 

good loans and 81.85% of non-performing loans correctly. The model is better at predicting 

good loans correctly comparing with non-performing loans. In the wrong predictions, the 

model predicts 4.70% of good loans as non-performing loans and 18.15% of non-performing 

loans as good loans. The model identifies more non-performing loans to be good ones. While 

this model achieves the highest accuracy, it predicts more non-performing loans as good 

loans than good loans as non-performing.  

 

Table 4.5.1 Confusion Matrix for Random Forest 

Random Forest-Confusion Matrix 

Prediction Reference 

good non-performing 

good 6279 395 

non-performing 338 1892 
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Table 4.5.2 Confusion Matrix for Random Forest as Percentage 

Random Forest-Confusion Matrix as Percentage 

Prediction Reference 

good non-performing 

good 0.9489 0.1727 

non-performing 0.0511 0.8273 

 

In the confusion matrix of the random forest model, the sum of actual good loans is 6617, and 

the sum of actual non-performing loans is 2287. The model wrongly predicts 338 good loans 

to be non-performing loans and 395 non-performing loans to be good loans, achieving an 

accuracy of 0.9177.  In the correct predictions, the model predicts 94.89% of good loans and 

82.73% of non-performing loans correctly. The model is better at predicting good loans 

correctly comparing with non-performing loans. In the wrong predictions, the model predicts 

5.11% of good loans as non-performing loans and 17.27% of non-performing loans as good 

ones. The model identifies more non-performing loans to be good ones. This model achieves 

the second-highest prediction accuracy, but it predicts more non-performing loans as good 

ones than good loans as non-performing, like the logistic regression model. 

 

Table 4.6.1 Confusion Matrix for k-NN 

KNN-Confusion Matrix 

Prediction Reference 

good non-performing 

good 5879 659 

non-performing 738 1628 

  

 

Table 4.6.2 Confusion Matrix for k-NN as Percentage 

KNN-Confusion Matrix as Percentage 

Prediction Reference 

good non-performing 

good 0.8885 0.2882 

non-performing 0.1115 0.7118 
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In the confusion matrix of the k-NN model, the sum of actual good loans is 6617, and the 

sum of actual non-performing loans is 2287. The model wrongly predicts 738 good loans to 

be non-performing loans and 659 non-performing loans to be good loans, achieving an 

accuracy of 0.8431.  In the correct predictions, the model predicts 88.85% of good loans and 

71.18% of non-performing loans correctly. The model is better at predicting good loans 

correctly comparing with non-performing loans. In the wrong predictions, the model predicts 

11.15% of good loans as non-performing loans and 28.82% of non-performing loans as good 

ones. The model identifies more non-performing loans to be good ones. This model achieves 

the lowest prediction accuracy, and it predicts the largest percentage of non-performing loans 

as good ones than good loans as non-performing. 

 

Table 4.7.1 Confusion Matrix for SVM 

SVM-Confusion Matrix 

Prediction Reference 

good non-performing 

good 6334 475 

non-performing 283 1812 

 

 

Table 4.7.2 Confusion Matrix for SVM as Percentage 

SVM-Confusion Matrix as Percentage 

Prediction Reference 

good non-performing 

good 0.9572 0.2077 

non-performing 0.0428 0.7923 

 

In the confusion matrix of the SVM model, the sum of actual good loans is 6617, and the sum 

of actual non-performing loans is 2287. The model wrongly predicts 283 good loans to be 

non-performing loans and 475 non-performing loans to be good loans, achieving an accuracy 

of 0.9149.  In the correct predictions, the model predicts 95.72% of good loans and 79.23% 

of non-performing loans correctly. The model is better at predicting good loans correctly 

comparing with non-performing loans. In the wrong predictions, the model predicts 4.28% of 
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good loans as non-performing loans and 20.77% of non-performing loans as good ones. The 

model identifies more non-performing loans to be good ones. This model achieves the third-

highest prediction accuracy, but it predicts more non-performing loans as good ones than 

good loans as non-performing, like the logistic regression model. 

 

Table 4.8 Matric Summary for Four Models 
 

Logistic Regression Random Forest KNN SVM 

Accuracy 0.9185 0.9177 0.8431 0.9149 

Sensitivity 0.9530 0.9489 0.8885 0.9572 

Specificity 0.8185 0.8273 0.7118 0.7923 

Precision 0.9383 0.9408 0.8992 0.9302 

F1 Score 0.9456 0.9448 0.8938 0.9435 

 

 

To further compare the four models, we present the accuracy, sensitivity, specificity, 

precision and F1 score in all four models in one chart and rank the benchmarks between each 

model. The logistic regression model has the highest accuracy and F1 score. It also has the 

second-highest sensitivity, specificity, and precision. Hence, we consider the logistic 

regression model to provide the best prediction among the four models. The random forest 

model has the second-highest accuracy and F1 score. It has the highest specificity and 

precision, and the third-highest sensitivity. Therefore, we consider it as the second-best-

performing model. The SVM model has the highest sensitivity, but all other benchmarks are 

ranked third; we consider this model to have the third-best performance. The k-NN model 

performs relatively poorly compared to the other three; it has the lowest rankings in all four 

benchmarks, making it the worst-performing model. 
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Table 4.9 Ranking Summary for Four Models 

Ranking for Four Machine Learning Models 
 

Logistic 

Regression 

Random Forest KNN SVM 

Accuracy 1 2 4 3 

Sensitivity 2 3 4 1 

Specificity 2 1 4 3 

Precision 2 1 4 3 

F1 Score 1 2 4 3 

Total 1 2 4 3 
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Chapter 5 Conclusion 

 

The conclusion section will include a review of the research question, a summary of outer 

applications based on this paper, limitation, and recommendations for future research. 
 

The following research question was to be answered in this thesis:  

 

• Among the selected machine learning methods, which method performs best in default 

prediction in peer-to-peer lending for a given model evaluation metric? 

 

In summary, the results in Chapter 4 show that the logistic regression model is more 

adaptable and accurate at predicting borrower credit risk for P2P lending. It is therefore more 

appropriate for the systematic consideration of borrower default risk, which is also supported 

by theoretical validation. The logistic regression model, random forest model, SVM, and k-

NN were ranked according to their effectiveness in predicting the credit risk of P2P 

borrowers. 

 

From researching and summarising the P2P lending industry, we can see the advantage of 

providing people with lower credit record access to financing. Reportlinker.com (2020) 

announced in its ‘Global Peer-to-peer Lending Industry’ report that the global P2P lending 

market size will grow at a CAGR of 42.7% over the analysis period 2020–2027. By offering 

a better predictive model of credit risk, we can improve the reputation of the online P2P 

lending platform and help the platform gain a better position in the fast-growing market. 

 

This paper aims to compare different methods for predicting credit defaults using the data of 

LendingClub loans. After careful research to obtain the required data, we conducted data 

cleaning and feature selection through multiple dimensions. During these processes, we 

considered both financial and statistical interpretability. We experimented with four machine 

learning algorithms: logistic regression, random forest, support vector machines (SVMs) and 

k-nearest neighbours.  
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The contribution of this paper is that we expand the data to a 10-year horizon and implement 

multi-dimensional design in data preparation, balancing financial and statistical 

interpretability. We use a comprehensive combination of benchmarks to evaluate the 

performance of each model. We found that the best-performing model is the random forest. 

The ranking from best to worst is logistic regression, random forest, SVM, and KNN. The k-

NN model performs worst among all four models because it has the lowest sensitivity and the 

lowest precision. This paper demonstrates the utility of comparing the performance of 

machine learning models in a well-rounded manner because different benchmarks provide 

different information.  

 

This paper can serve as a reference for outer applications of P2P lending platforms and has 

three main implications. While conventional risk management relies on data such as basic 

consumer information and credit history to assess creditworthiness, this paper starts from 151 

variables that describe the features of borrowers from a high-dimensional perspective. We 

employ four widely used machine learning techniques that are promising according to 

previous studies to forecast defaults in P2P lending. As can be shown, P2P lending platforms 

that incorporate additional aspects of information can help mitigate defaults, even without 

collateral. Therefore, the first implication is that high-dimensional data should be considered 

in risk management activities, including default recognition. The second implication is that a 

careful and reasonable data preparation process can improve the accuracy of prediction. 

Future studies could test different theories to balance between financial and statistical 

interpretability. The third implication is that this paper evaluates the performance of machine 

learning models in a more well-rounded way than simply comparing their accuracy. 

Moreover, we start with the confusion matrix to develop a series of benchmarks to compare 

the models’ performance; this could also be beneficial for future studies. 

 

This paper shows that achieving accurate identification of default risk in P2P lending can 

help protect the rights of investors and reduce losses due to default. For the purposes of 

regulating the P2P lending industry, models that can accurately identify P2P lending defaults 

represent the risk management capabilities of a P2P platform. A mature P2P network should 

have a risk management framework that leverages vast user data and data mining techniques 

to mitigate risk and maintain a consistent level of profitability. When performing modelling 

work, P2P platforms can maximise data’s value for default identification by fully using the 

available data mining technologies. Platforms can use mature classical data mining 
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techniques, such as logistic regression, support vector machines and the other models 

discussed in this paper, that have been developed over time and have a strong theoretical 

foundation. Such techniques will ensure the models’ predictability and business 

interpretability. In future research, P2P platforms can experiment with more cutting-edge data 

mining techniques. 

 

This paper lays the foundation for future studies that evaluate investment strategies. 

Compared to a random investment strategy in which loans are randomly selected for 

investment, a default-based investment strategy can improve investment returns to a certain 

extent. Based on this paper, returns on default-based investment strategies may be studied 

further for research or business purposes.  

 

In future research, we could quantify the economic gains of improving the lending model 

with machine learning algorithms. The business value of this process is that it could be used 

for financial planning in internal control and for marketing purposes to illustrate the 

competence of the platform. However, calculating the return could be a rather complicated 

process, as it depends on the loan amount recovered and the total time horizon of loan 

collection. For example, it is possible for a lender to recover a portion of a loan during the 

loan repayment process, even if the loan is in default. With regard to the time frame, although 

LendingClub loans have a term of 36 or 60 months, borrowers can repay their loans early and 

early recovery may increase the return on the loan but may also lead to reinvestment issues. 
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Appendix  

 

Table 1   Data Dictionaries 

 

LoanStatNew Description 

acc_now_delinq The number of accounts on which the borrower is now delinquent. 

acc_open_past_24mths Number of trades opened in past 24 months. 

addr_state The state provided by the borrower in the loan application 

all_util Balance to credit limit on all trades 

annual_inc The self-reported annual income provided by the borrower during 

registration. 

annual_inc_joint The combined self-reported annual income provided by the co-

borrowers during registration 

application_type Indicates whether the loan is an individual application or a joint 

application with two co-borrowers 

avg_cur_bal Average current balance of all accounts 

bc_open_to_buy Total open to buy on revolving bankcards. 

bc_util Ratio of total current balance to high credit/credit limit for all 

bankcard accounts. 

chargeoff_within_12_mths Number of charge-offs within 12 months 

collection_recovery_fee post charge off collection fee 

collections_12_mths_ex_med Number of collections in 12 months excluding medical collections 

delinq_2yrs The number of 30+ days past-due incidences of delinquency in the 

borrower's credit file for the past 2 years 

delinq_amnt The past-due amount owed for the accounts on which the borrower 

is now delinquent. 

desc Loan description provided by the borrower 

dti A ratio calculated using the borrower’s total monthly debt 

payments on the total debt obligations, excluding mortgage and the 

requested LC loan, divided by the borrower’s self-reported monthly 

income. 

dti_joint A ratio calculated using the co-borrowers' total monthly payments 

on the total debt obligations, excluding mortgages and the 

requested LC loan, divided by the co-borrowers' combined self-

reported monthly income 

earliest_cr_line The month the borrower's earliest reported credit line was opened 
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emp_length Employment length in years. Possible values are between 0 and 10 

where 0 means less than one year and 10 means ten or more years.  

emp_title The job title supplied by the Borrower when applying for the loan.* 

fico_range_high The upper boundary range the borrower’s FICO at loan origination 

belongs to. 

fico_range_low The lower boundary range the borrower’s FICO at loan origination 

belongs to. 

funded_amnt The total amount committed to that loan at that point in time. 

funded_amnt_inv The total amount committed by investors for that loan at that point 

in time. 

grade LC assigned loan grade 

home_ownership The home ownership status provided by the borrower during 

registration or obtained from the credit report. Our values are: 

RENT, OWN, MORTGAGE, OTHER 

id A unique LC assigned ID for the loan listing. 

il_util Ratio of total current balance to high credit/credit limit on all install 

acct 

initial_list_status The initial listing status of the loan. Possible values are – W, F 

inq_fi Number of personal finance inquiries 

inq_last_12m Number of credit inquiries in past 12 months 

inq_last_6mths The number of inquiries in past 6 months (excluding auto and 

mortgage inquiries) 

installment The monthly payment owed by the borrower if the loan originates. 

int_rate Interest Rate on the loan 

issue_d The month which the loan was funded 

last_credit_pull_d The most recent month LC pulled credit for this loan 

last_fico_range_high The upper boundary range the borrower’s last FICO pulled belongs 

to. 

last_fico_range_low The lower boundary range the borrower’s last FICO pulled belongs 

to. 

last_pymnt_amnt Last total payment amount received 

last_pymnt_d Last month payment was received 

loan_amnt The listed amount of the loan applied for by the borrower. If at 

some point in time, the credit department reduces the loan amount, 

then it will be reflected in this value. 

loan_status Current status of the loan 

max_bal_bc Maximum current balance owed on all revolving accounts 

member_id A unique LC assigned Id for the borrower member. 

mo_sin_old_il_acct Months since oldest bank installment account opened 
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mo_sin_old_rev_tl_op Months since oldest revolving account opened 

mo_sin_rcnt_rev_tl_op Months since most recent revolving account opened 

mo_sin_rcnt_tl Months since most recent account opened 

mort_acc Number of mortgage accounts. 

mths_since_last_delinq The number of months since the borrower's last delinquency. 

mths_since_last_major_derog Months since most recent 90-day or worse rating 

mths_since_last_record The number of months since the last public record. 

mths_since_rcnt_il Months since most recent installment accounts opened 

mths_since_recent_bc Months since most recent bankcard account opened. 

mths_since_recent_bc_dlq Months since most recent bankcard delinquency 

mths_since_recent_inq Months since most recent inquiry. 

mths_since_recent_revol_delinq Months since most recent revolving delinquency. 

next_pymnt_d Next scheduled payment date 

num_accts_ever_120_pd Number of accounts ever 120 or more days past due 

num_actv_bc_tl Number of currently active bankcard accounts 

num_actv_rev_tl Number of currently active revolving trades 

num_bc_sats Number of satisfactory bankcard accounts 

num_bc_tl Number of bankcard accounts 

num_il_tl Number of installment accounts 

num_op_rev_tl Number of open revolving accounts 

num_rev_accts Number of revolving accounts 

num_rev_tl_bal_gt_0 Number of revolving trades with balance >0 

num_sats Number of satisfactory accounts 

num_tl_120dpd_2m Number of accounts currently 120 days past due (updated in past 2 

months) 

num_tl_30dpd Number of accounts currently 30 days past due (updated in past 2 

months) 

num_tl_90g_dpd_24m Number of accounts 90 or more days past due in last 24 months 

num_tl_op_past_12m Number of accounts opened in past 12 months 

open_acc The number of open credit lines in the borrower's credit file. 

open_acc_6m Number of open trades in last 6 months 

open_il_12m Number of installment accounts opened in past 12 months 

open_il_24m Number of installment accounts opened in past 24 months 

open_act_il Number of currently active installment trades 

open_rv_12m Number of revolving trades opened in past 12 months 

open_rv_24m Number of revolving trades opened in past 24 months 

out_prncp Remaining outstanding principal for total amount funded 

out_prncp_inv Remaining outstanding principal for portion of total amount funded 

by investors 



47 
 

pct_tl_nvr_dlq Percent of trades never delinquent 

percent_bc_gt_75 Percentage of all bankcard accounts > 75% of limit. 

policy_code publicly available policy_code=1 

new products not publicly available policy_code=2 

pub_rec Number of derogatory public records 

pub_rec_bankruptcies Number of public record bankruptcies 

purpose A category provided by the borrower for the loan request.  

pymnt_plan Indicates if a payment plan has been put in place for the loan 

recoveries post charge off gross recovery 

revol_bal Total credit revolving balance 

revol_util Revolving line utilization rate, or the amount of credit the borrower 

is using relative to all available revolving credit. 

sub_grade LC assigned loan subgrade 

tax_liens Number of tax liens 

term The number of payments on the loan. Values are in months and can 

be either 36 or 60. 

title The loan title provided by the borrower 

tot_coll_amt Total collection amounts ever owed 

tot_cur_bal Total current balance of all accounts 

tot_hi_cred_lim Total high credit/credit limit 

total_acc The total number of credit lines currently in the borrower's credit 

file 

total_bal_ex_mort Total credit balance excluding mortgage 

total_bal_il Total current balance of all installment accounts 

total_bc_limit Total bankcard high credit/credit limit 

total_cu_tl Number of finance trades 

total_il_high_credit_limit Total installment high credit/credit limit 

total_pymnt Payments received to date for total amount funded 

total_pymnt_inv Payments received to date for portion of total amount funded by 

investors 

total_rec_int Interest received to date 

total_rec_late_fee Late fees received to date 

total_rec_prncp Principal received to date 

total_rev_hi_lim   Total revolving high credit/credit limit 

url URL for the LC page with listing data. 

verification_status Indicates if income was verified by LC, not verified, or if the 

income source was verified 

verified_status_joint Indicates if the co-borrowers' joint income was verified by LC, not 

verified, or if the income source was verified 
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zip_code The first 3 numbers of the zip code provided by the borrower in the 

loan application. 

revol_bal_joint   Sum of revolving credit balance of the co-borrowers, net of 

duplicate balances 

sec_app_fico_range_low   FICO range (high) for the secondary applicant 

sec_app_fico_range_high   FICO range (low) for the secondary applicant 

sec_app_earliest_cr_line   Earliest credit line at time of application for the secondary 

applicant 

sec_app_inq_last_6mths   Credit inquiries in the last 6 months at time of application for the 

secondary applicant 

sec_app_mort_acc   Number of mortgage accounts at time of application for the 

secondary applicant 

sec_app_open_acc   Number of open trades at time of application for the secondary 

applicant 

sec_app_revol_util   Ratio of total current balance to high credit/credit limit for all 

revolving accounts 

sec_app_open_act_il  Number of currently active installment trades at time of application 

for the secondary applicant 

sec_app_num_rev_accts   Number of revolving accounts at time of application for the 

secondary applicant 

sec_app_chargeoff_within_12_mths   Number of charge-offs within last 12 months at time of application 

for the secondary applicant 

sec_app_collections_12_mths_ex_med   Number of collections within last 12 months excluding medical 

collections at time of application for the secondary applicant 

sec_app_mths_since_last_major_derog   Months since most recent 90-day or worse rating at time of 

application for the secondary applicant 

hardship_flag Flags whether or not the borrower is on a hardship plan 

hardship_type Describes the hardship plan offering 

hardship_reason Describes the reason the hardship plan was offered 

hardship_status Describes if the hardship plan is active, pending, canceled, 

completed, or broken 

deferral_term Amount of months that the borrower is expected to pay less than 

the contractual monthly payment amount due to a hardship plan 

hardship_amount The interest payment that the borrower has committed to make each 

month while they are on a hardship plan 

hardship_start_date The start date of the hardship plan period 

hardship_end_date The end date of the hardship plan period 

payment_plan_start_date The day the first hardship plan payment is due. For example, if a 

borrower has a hardship plan period of 3 months, the start date is 
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the start of the three-month period in which the borrower is allowed 

to make interest-only payments. 

hardship_length The number of months the borrower will make smaller payments 

than normally obligated due to a hardship plan 

hardship_dpd Account days past due as of the hardship plan start date 

hardship_loan_status Loan Status as of the hardship plan start date 

orig_projected_additional_accrued_interest The original projected additional interest amount that will accrue 

for the given hardship payment plan as of the Hardship Start Date. 

This field will be null if the borrower has broken their hardship 

payment plan. 

hardship_payoff_balance_amount The payoff balance amount as of the hardship plan start date 

hardship_last_payment_amount The last payment amount as of the hardship plan start date 

disbursement_method The method by which the borrower receives their loan.  

debt_settlement_flag Flags whether or not the borrower, who has charged-off, is working 

with a debt-settlement company. 

debt_settlement_flag_date The most recent date that the Debt_Settlement_Flag has been set   

settlement_status The status of the borrower’s settlement plan.  

settlement_date The date that the borrower agrees to the settlement plan 

settlement_amount The loan amount that the borrower has agreed to settle for 

settlement_percentage The settlement amount as a percentage of the payoff balance 

amount on the loan 

settlement_term The number of months that the borrower will be on the settlement 

plan 
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Table 2 Correlation Matrix 

 

  int_rate 

acc_open_past_24mth

s 

num_tl_op_past_12

m dti 

num_actv_rev_t

l 

num_rev_tl_bal_gt_

0 annual_inc revol_util 

bc_open_to_bu

y 

int_rate 1 0.188200144 0.203028402 0.146380519 0.085132373 0.084877612 -0.071220924 0.239919055 -0.271460487 

acc_open_past_24mth

s 0.188200144 1 0.754053873 0.119486243 0.33767157 0.329863532 0.057129211 -0.219158174 0.119002874 

num_tl_op_past_12m 0.203028402 0.754053873 1 0.069312506 0.258150914 0.2453111 0.052231047 -0.211393594 0.10631111 

dti 0.146380519 0.119486243 0.069312506 1 0.190035029 0.191970455 -0.139315153 0.139210107 -0.052364625 

num_actv_rev_tl 0.085132373 0.33767157 0.258150914 0.190035029 1 0.982006057 0.07306789 0.103956224 0.104218497 

num_rev_tl_bal_gt_0 0.084877612 0.329863532 0.2453111 0.191970455 0.982006057 1 0.071920575 0.112773897 0.115553455 

annual_inc -0.071220924 0.057129211 0.052231047 -0.139315153 0.07306789 0.071920575 1 0.035671933 0.156053478 

revol_util 0.239919055 -0.219158174 -0.211393594 0.139210107 0.103956224 0.112773897 0.035671933 1 -0.46212443 

bc_open_to_buy -0.271460487 0.119002874 0.10631111 -0.052364625 0.104218497 0.115553455 0.156053478 -0.46212443 1 

mo_sin_rcnt_tl -0.121707021 -0.434073486 -0.49327205 -0.065827636 -0.14483497 -0.140829528 -0.02407555 0.155035242 -0.050490569 

avg_cur_bal -0.078843489 -0.073078488 -0.047930045 -0.076054392 -0.151886819 -0.153524838 0.301529509 0.122214023 0.045106281 

num_actv_bc_tl 0.024371513 0.221297205 0.161725834 0.129540558 0.808613478 0.801549003 0.104078648 0.107005228 0.240321996 

mths_since_recent_in

q -0.14472477 -0.169742001 -0.248591793 0.007058002 -0.052791574 -0.043860643 -0.035132686 0.08042066 -0.015958618 

tot_cur_bal -0.079384846 0.101030164 0.086678605 0.012933071 0.096770818 0.09620004 0.389918409 0.081089962 0.167407547 

mths_since_recent_bc -0.080518561 -0.331429642 -0.301072796 -0.000508191 -0.194407226 -0.191544944 0.028178416 0.135979168 -0.107652596 

percent_bc_gt_75 0.24334836 -0.162314511 -0.171210566 0.126757894 0.09408966 0.100817062 -0.015506222 0.704906804 -0.438849268 

emp_length -0.004971263 0.023237234 0.025332661 0.02143693 0.118978575 0.119763582 0.064782874 0.034754522 0.026159746 

fico_score -0.402502826 -0.102600803 -0.091330029 -0.06009188 -0.185229245 -0.184001645 0.069406083 -0.458981604 0.486936455 

last_fico_score -0.312178551 -0.116667013 -0.104378591 -0.058428248 -0.080257087 -0.079317862 0.064791689 -0.135835558 0.196148606 
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  mo_sin_rcnt_tl avg_cur_bal num_actv_bc_tl mths_since_recent_inq tot_cur_bal mths_since_recent_bc percent_bc_gt_75 emp_length fico_score last_fico_score 

int_rate -0.121707021 -0.078843489 0.024371513 -0.14472477 -0.079384846 -0.080518561 0.24334836 -0.004971263 -0.402502826 -0.312178551 

acc_open_past_24mths -0.434073486 -0.073078488 0.221297205 -0.169742001 0.101030164 -0.331429642 -0.162314511 0.023237234 -0.102600803 -0.116667013 

num_tl_op_past_12m -0.49327205 -0.047930045 0.161725834 -0.248591793 0.086678605 -0.301072796 -0.171210566 0.025332661 -0.091330029 -0.104378591 

dti -0.065827636 -0.076054392 0.129540558 0.007058002 0.012933071 -0.000508191 0.126757894 0.02143693 -0.06009188 -0.058428248 

num_actv_rev_tl -0.14483497 -0.151886819 0.808613478 -0.052791574 0.096770818 -0.194407226 0.09408966 0.118978575 -0.185229245 -0.080257087 

num_rev_tl_bal_gt_0 -0.140829528 -0.153524838 0.801549003 -0.043860643 0.09620004 -0.191544944 0.100817062 0.119763582 -0.184001645 -0.079317862 

annual_inc -0.02407555 0.301529509 0.104078648 -0.035132686 0.389918409 0.028178416 -0.015506222 0.064782874 0.069406083 0.064791689 

revol_util 0.155035242 0.122214023 0.107005228 0.08042066 0.081089962 0.135979168 0.704906804 0.034754522 -0.458981604 -0.135835558 

bc_open_to_buy -0.050490569 0.045106281 0.240321996 -0.015958618 0.167407547 -0.107652596 -0.438849268 0.026159746 0.486936455 0.196148606 

mo_sin_rcnt_tl 1 0.037263172 -0.0785731 0.167534017 -0.058623496 0.36798248 0.114273453 -0.00629939 0.059920743 0.069634332 

avg_cur_bal 0.037263172 1 -0.110245248 -0.005890531 0.835905126 0.153082552 0.0568887 0.086723721 0.1109018 0.104969474 

num_actv_bc_tl -0.0785731 -0.110245248 1 -0.0216452 0.104898143 -0.2366626 0.034436427 0.074266448 -0.112689443 -0.041337674 

mths_since_recent_inq 0.167534017 -0.005890531 -0.0216452 1 -0.040334414 0.071469353 0.071418982 0.003386536 0.054032006 0.061083043 

tot_cur_bal -0.058623496 0.835905126 0.104898143 -0.040334414 1 0.053354173 0.027807043 0.09903939 0.119084137 0.108742369 

mths_since_recent_bc 0.36798248 0.153082552 -0.2366626 0.071469353 0.053354173 1 0.148437623 0.037951593 0.064908568 0.074752715 

percent_bc_gt_75 0.114273453 0.0568887 0.034436427 0.071418982 0.027807043 0.148437623 1 0.025486545 -0.397899383 -0.136631928 

emp_length -0.00629939 0.086723721 0.074266448 0.003386536 0.09903939 0.037951593 0.025486545 1 0.017446699 0.023721101 

fico_score 0.059920743 0.1109018 -0.112689443 0.054032006 0.119084137 0.064908568 -0.397899383 0.017446699 1 0.294421655 

last_fico_score 0.069634332 0.104969474 -0.041337674 0.061083043 0.108742369 0.074752715 -0.136631928 0.023721101 0.294421655 1 
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