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1 Introduction
Over the last decades, there has been a substantial growth in the number of

women in leadership positions across society (Grant Thornton 2022; Economic

co-operation and Development 2018). Growth has been especially strong in the

Nordic welfare countries, which are seen as forerunners in gender equality (World

Economic Forum 2022). Despite this positive trend at the aggregate societal

level, the number of female leaders in sports remains low, especially among top

management positions (Acosta and Carpenter 2012).

In Sweden, the sports movement is one of the largest movements within civil so-

ciety. The Swedish Sports Confederation has more than 3,3 million members,

which means that about one third of all Swedes are organized members (Rik-

sidrottsförbundet 2022). Of all affiliated sports, football is by far the most popular

in terms of active participants (ibid.) and the largest among both women and men

(Sportstatistik 2022) - in 2021, more than one million Swedes were active in a foot-

ball club. Of these, men comprised 68 % of the participants (ibid.). Although not

gender equal, yet, in terms of number of participants; the appreciation of women’s

football, the number of people who consume it and participate in it, has steadily

increased (FIFA 2019). During the Summer Olympics in Tokyo 2020, the Women’s

Final in Football between Sweden and Canada was the most watched broadcast

Olympic event in Sweden, with 1,6 million viewers (MMS 2021). Nonetheless, the

increasing numbers of female participants and consumers has not been matched

with the number of women in top management positions in football. In Sweden’s

top divisions for men and women (OBOS Damallsvenskan, Allsvenskan, Elitettan,

and Superettan), only 6 % of the head coaches were women in the 2022 season.

How come this is the case?

The Swedish Sports Confederation has set goals to achieve gender equality. One

of the goals is that the share of male/female coaches should be at least 40 % by

2025 within each sport at the youth level as well as at the national team level

(Riksidrottsförbundet 2022). To achieve this ambitious goal, more knowledge is

needed about the drivers of the gender gap in sports coaching. As football plays

an integral role in societies all across the world - not least in Sweden - inequality

in football organizations likely reflects other parts of society as well. Research
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aiming to reveal gender differences within the football community is therefore not

only important for understanding the gender gap in football, but also in order to

understand gender inequality in society at large. This is in turn critical, as the

gender of an individual should not prevent him/her from reaching decision-making

positions.

One explanation for the low number of female coaches in sports is the existence

of gender-segregated barriers to promotions and career advancements (LaVoi and

Baeth 2018). Despite the lack of available information on how the recruitment

process for football coaches in Sweden is structured, it is not unrealistic to assume

that men are more likely to be hired for coaching positions given the historical male

dominance of the profession. However, there could be other reasons for the low

number of female football coaches on the elite level. For instance, could it be the

case that football players evaluate female and male coaches differently? Does there

exist a gender bias discouraging female coaches? To our surprise and knowledge,

there is little to no research on gender bias in the perception of football coaches.

Therefore, in this study, we investigate whether gender has an effect on how players

assess the quality of coaching. To test for this, we exploit an experimental design

on a sample of Swedish elite football players aged 14-20. Gender bias exists if

female and male coaches receive different evaluations, which cannot be explained

by objective differences in coaching quality. To identify the effect of gender on how

the players perceive the coach’s ability to instruct a technical skill through video,

two versions of a video are randomly assigned to both female and male players.

To hold instructor quality constant, the two instruction videos are identical apart

from the gender of the coach, who instructs through a voice-over. In addition to

the player’s subjective evaluation of the coach’s ability to instruct, additional data

is collected on various control variables.

Our thesis contributes to the literature on 1) female leadership in football, and on

2) gender bias in evaluations, by investigating whether there exists a gender bias

in the evaluation of coaches in the Swedish football domain. A large part of the

previous literature on female leadership in football is focused on the North Amer-

ican context, and especially the US intercollegiate system (Burton and Leberman

2017). This is a context that differs significantly from that of Sweden, due to the

Swedish welfare model and its ideology of equality at all levels and sectors (Hau-

5



denhuyse, Theeboom, and Skille 2014). As the possibilities and requirements for

women’s advancement should differ depending on the context, we find it relevant

to focus on gender (in)equality within the coaching positions in Swedish football.

We also build on to the existing literature on gender bias in evaluations. In order

to look for gender differences in how subordinates rate female and male superiors,

researchers have been studying the context of academia in particular, with student

evaluations of teachers serving as a tool to capture gender discrepancies (Boring

2017; MacNell, Driscoll, and Hunt 2015; Mengel, Sauermann, and Zölitz 2019).

These subjective measures have proved evidence for the existence of gender bias

against female teachers, even in samples where teaching quality and resources

are controlled for (MacNell, Driscoll, and Hunt 2015). We find it natural to

build on this literature, as academia and football share many similarities. They

are both hierarchical, high-performing, and pedagogical environments, where the

subordinates are relatively young with extensive experience of evaluating their

superiors. Although the methodology in our research does not use evaluations in

which students fill out a form after completion of a course, we consider our design

of letting players evaluate an instruction video to be similar. However, we use a

more controlled setting to hold teaching quality fixed.

We have structured the thesis in the following manner:

i) We start by providing an overview of the previous literature and discuss some

of the broader research on women in leadership positions. We continue by giving

an overview of the literature on football as a gendered space, female leadership in

this domain, and finishes off by narrowing down on prior research on gender bias

in evaluations.

ii) We move on to explain and motivate our experimental design, data collection

procedure, statistical methods, and what we hypothesize.

iii) Following the method section, we present the result of our study, our sub-

analyses and robustness checks.

iv) We then discuss our results, their implications, internal and external valid-

ity, and the limitations of the study. We give suggestions on further avenues of
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research.

v) The paper concludes with a brief summary of our results and the most important

implications.
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2 Literature Review
Over the past 30 years, researchers have studied women in leadership positions

in attempts to explain the underrepresentation. Metaphors such as ’glass ceiling’,

’leaking pipeline’, and ’firewalls’ have been frequently used, and both supply-side

and demand-side perspectives of the underrepresentation have been examined.

The literature review is organized as follows: i) we begin by a short examination

on the research that has been made on female leadership more generally. In this

part, we put emphasis on the foundational management theories of discrimination

towards female leaders that a lot of economics literature in the field builds upon

and tests with observational data. We then move on to ii) zooming in on female

leadership in the football context, bringing the economics literature into context,

and thereafter iii) going deeper into the main component of focus in this paper -

leadership evaluations. More specifically, in this part, we examine relevant research

on leadership evaluation in the academic context. We wrap up the literature

section by iv) outlining our contribution to the literature.

As gender equality is constantly progressing and changing in form, the majority

of the work presented in this review of the literature has been published in the

last 15 years, in an attempt to capture the most recent advances in this research

area.

2.1 Women in Leadership Positions

Leadership comes in a variety of forms and is highly contextual (Ayman 2004).

Both what type of socio-cultural norm the leader operates in, what kind of orga-

nizational culture, industry characteristics, and the type of followers it has will

shape the leader’s behavior. Despite the variability in appropriate characteristics,

leadership has historically been described in masculine terms (Van Velsor, Tay-

lor, and Leslie 1993). Generally, women are expected to be communal and have

traits such as gentleness, kindness, and concern for others, while men are expected

to be agentic, having traits such as aggressiveness, confidence, and self-direction

(Powell and Butterfield 2003). Leaders are generally described to have more agen-

tic traits than communal traits, thus showcasing typical masculine characteristics

(ibid.). This has resulted in men fitting into the leadership stereotypes more easily
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than women, making the former appear as more natural leaders. Because of this,

women face the so-called double bind (Eagly and Karau 2002). As leaders, they

are expected to be agentic, demonstrating typical masculine traits such as con-

fidence, but they are also expected to meet their female gender role, showcasing

communal traits, which sometimes can appear incompatible with being agentic,

thus, being a leader. This puts women in a more vulnerable position of being the

target of prejudice. A woman who demonstrates agentic traits risks being labeled

as ’unfeminine,’ while a woman who demonstrates communal skills risks being la-

beled as not having the right leadership characteristics. (ibid.). These differences

in gender and leader stereotypes are decreasing over time, and compared to previ-

ous research, more recent studies have shown that current views of leaders include

more communal traits and less agentic traits (Duehr and Bono 2006). However,

the differences have not disappeared, and the incongruity between leader proto-

types and gender stereotypes can perpetuate a gender gap in leadership by driving

differential evaluations of female and male leaders (Eagly and Karau 2002).

The above mentioned incongruity is commonly referred to as the role congruity

theory (ibid.). This theory further suggests that the prejudice towards female

leaders who face this incongruity may vary depending on the context and the

characteristics of the leader’s followers. The theory states that as the group com-

position becomes more gender diverse, the prejudice towards the female leader will

weaken. This statement is built upon the sex-matching model of Kiesler (1975)

which suggests that men and women are matched to different jobs depending on

the sex-ratio of the people currently occupying these jobs. That is, a man is more

likely to be considered a good match for a job where a majority of the people in

similar jobs are men. The same holds true for women. The role congruity theory

then shows that female characteristics will be perceived as more valuable in female

dominated fields, such as nursing, while male characteristics will be perceived as

more desirable in male dominated contexts. This provides a further explanation

for why certain occupations and titles seem to be partially restricted to a specific

gender (Eagly and Karau 2002).

To conclude the section, the notion that leadership traditionally has been char-

acterized as a masculine sphere, together with the role congruity theory, forms

two types of discrimination towards female leaders. First, women are exposed
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to discrimination and prejudice due to incongruency between the communal gen-

der role and the agentic leadership prototype. Second, when women engage in

male-dominated contexts, they are evaluated less favorably than their male coun-

terparts, as they, as a minority of the group, are perceived as a less good match

for the occupation.

2.2 Gender and Leadership in Football

To examine the context on which we focus, namely the football industry, we have

adopted the framework developed by Cunningham and Chelladurai (2015), in turn

based on the Kozlowski and Klein (2000) multilevel organizational theory. This

framework examines leadership in the football context by looking at both the

social-cultural perspective (macro), the organizational perspective (meso), and

the individual perspective (micro). To limit the scope of our research, this thesis

focuses closer on one of the components on the organizational (meso) level, namely

prejudice in leadership evaluation.

2.2.1 Macro level

Historically, football has been a domain dominated by masculine hegemony (Fink

2008; Whisenant 2008). Anderson (2009) argues that sport in general “actively

constructs boys and men to exhibit, value, and reproduce traditional notions of

masculinity”. As described in the section above, this may lead to women being

evaluated as less capable leaders in football administrations, regardless of their

traits or characteristics. Therefore, when discussing female leadership in the foot-

ball domain, gender serves as a fundamental aspect of organizational and social

processes (Burton and Leberman 2017). Furthermore, gender not only forms iden-

tities in these organizations, but also serves as an axis of power - influencing orga-

nizational structures and interactions of the sport organization (Shaw and Frisby

2006).

2.2.2 Meso level

At the meso level, gender is embedded in the different structural and interactional

processes of an organization. This includes, but is not limited to, bias in decision

making, policies, power-relations and organizational culture (Cunningham and
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Chelladurai 2015). The latter aspect, culture, is something that gets passed on

and is maintained over time, resulting in that it is usually taken for granted

(ibid.). Therefore, structures and values that privileges men over women might be

difficult to observe and critically question. According to Acker (1990) Burton and

Leberman (2017), the general assumption is often that work and organizational

practices are gender neutral. At the meso level, there are two main components

of how gender (in)equality takes its form, namely, through i) stereotypes and ii)

prejudice.

Stereotypes are the notion of what traits a leader should possess within a spe-

cific context. As the prototypical leader within football still is associated with

masculine behavior (Burton and Leberman 2017; Grappendorf et al. 2008; Hov-

den 2010), this can hinder women from succeeding in the field (Cunningham and

Chelladurai 2015). Even though the association of masculinity and leadership is

slowly breaking down over the years, Cunningham and Chelladurai (2015) argues

that it still remains embedded in the structure and culture of sports. As a result,

women interested in the role as coach may be seen as less good fits to the posi-

tion if the role is defined with masculine characteristics. This may in turn lead

to women themselves being discouraged to apply, as they view themselves being

less capable of succeeding in the role (Eagly and Karau 2002; Cunningham and

Sagas 2007). To support these theories of psychology and sociology, economists

Akerlof and Kranton (2000) developed an economic framework to describe the

economic outcomes of stereotypes. As explained in the theories of role congruency

and double-bind, an individual’s actions are often affected by how they ought to

behave with respect to their social category. To deviate from the prescribed form

of behavior - for example, if a woman were to take on more masculine charac-

teristics - would induce a cost for the individual. For example, Bowles, Babcock,

and Lai (2007) found that women face a social cost from negotiating assertively,

especially when they have a male counterpart. With the utility model

Uj = Uj(aj, a−j, Ij) (2.1)

Akerlof and Kranton (2000) describes that an individual’s (denoted j) utility is

a function of its own actions, aj, everyone else’s actions a−j, and the individuals
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own identity, Ij. The identity is in turn dependent on

Ij = Ij(aj, a−j;Cj, ϵj, P ) (2.2)

where C is the individuals assigned social category, ϵj is how well the individual

match the ideal of its assigned category, P , and (aj, a−j) is to which extent the

individual’s and others actions correspond to the prescribed behavior indicated

by their assigned categories. Related back to the context of football, their model

indicates that female football coaches may incur a loss in utility, if they feel that

their actions as a coach are in conflict with the prescribed female behavior.

The second component of bias at the organizational level is prejudice, which oc-

curs when one group is evaluated differently from another (Brewer 2007). This is

what drives the double bind mentioned in 2.1, and it can be a driver of differen-

tial evaluations of female and male leaders (Eagly and Karau 2002). This thesis

contributes to the literature by empirically investigate whether there are support

for prejudice being a driver in inequality in the Swedish football context.

When an individual unintentionally attributes certain characteristics and/or stereo-

types to someone else because of their gender, this forms the so-called gender bias.

As earlier stated, this gender bias can hinder the entry of women into leadership

positions in sports, as these activities are strongly associated with men (Akerlof

and Kranton 2000; Eagly and Karau 2002). In turn, low exposure to female

leaders may fuel the biased perceptions of female (in)effectiveness. In their pa-

per, Beaman et al. (2009) ran an experiment across Indian village councils to

investigate whether having a female chief councillor affected public opinion about

female leaders. They found that having exposure to female leaders reduces gender

bias and weakens stereotypes about gender roles in leadership positions, as well

as eliminating the negative bias of females efficiency among males. It should be

noted, however, that this research was conducted in India, that ranks low on the

Gender Inequality Index , so while their results are interesting in them selves, its

applicability to the Swedish setting are uncertain.

2.2.3 Micro level

The third level of the framework of (Cunningham and Chelladurai 2015) is the

micro level. That is, the individual perspective of leaders. Research on female
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leadership in the football industry has indicated that relative to men, women

leave the coaching profession at an earlier age (Knoppers et al. 1991) and are less

interested in becoming a head coach (Cunningham and Sagas 2002). In order

to understand this discrepancy, researchers have studied the respective return to

human- and social capital (greater for men) (Cunningham and Chelladurai 2015),

differences in self-efficacy (Cunningham and Sagas 2007), and the anticipated out-

come of being a head coach (ibid.). (Sartore and Cunningham 2007) suggested

that one plausible reason for the difference in numbers of female and male lead-

ers may be that women unconsciously produce self-limiting behavior due to the

male-dominated context. This would prevent women from viewing themselves

as leaders when comparing themselves to the prototypical sports leader, which

in turn prevents them from acting as leaders (ibid.). Born, Ranehill, and Sand-

berg (2018), supported this finding with an experiment where 580 participants

of both genders were tested on their willingness to lead female-dominated versus

male-dominated teams. They found that there exists a gender gap in leadership

aspirations in male-dominated contexts compared to female-dominated ones, and

that this gap was primarily driven by women being less willing to become leaders

in male-majority teams. One of the important factors behind this was exactly

that, that women, on average, were discouraged by having lower relative beliefs

about their performance, and low expectations about receiving electoral support

from male-dominated teams. The mechanism on self-limiting behavior has further

been supported by Coffman (2014), who conducted an experiment where she found

that women are less confident in gender incongruent areas, and that when faced

with this incongruity, they tend to contribute with less input to team, driven by

this low self-assessment.

2.3 Prejudice in Teaching Evaluations

Previous research on gender (in)equality in the football context has, to a large

degree, been conducted through qualitative case studies, where interviews over a

small sample of leaders have been performed and then analyzed with management

theories. To our knowledge, there exists little to no previous research on gen-

der bias in the evaluation of football coaches, examined through an experimental

treatment vs control study.
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Even though our paper focuses on gender bias, and more specifically prejudice, in

the evaluation of football coaches. As motivated in the Introduction, we consider

our work to be closely related to previous research on gender bias in teaching

evaluations.

In a recent paper, Mengel, Sauermann, and Zölitz (2019) studies whether there is a

gender bias in university teaching evaluations by using a quasi-experimental sam-

ple of 19,952 student evaluations. The authors exploit that students are randomly

allocated to female and male instructors within each course. In this way, they

hope to identify the causal effect of gender on teaching evaluations. They found

that female instructors receive constantly lower evaluations compared to male in-

structors, holding students’ grades and study hours constant. Female instructors

receive worse evaluations even in components that they cannot control, such as

course material. More specifically, they find male students’ rates to be the driver

of the low evaluations for female university teachers. The gender bias against

women is also considerably larger for math-related teaching content. Moreover,

they show that the gender bias holds independently of the amount of female and

male instructors within each course, suggesting that the gender bias favoring male

instructors is general.

In a similar setting, Boring (2017) uses data from a university in France to study

gender biases in student teaching evaluations. By using a fixed effects and gener-

alized ordered logit regression analysis, the author finds that male students favor

male professors. In addition, the paper finds that students value different teaching

dimensions in male and female teachers, and that these dimensions match with

gender stereotypes. For instance, despite identical student learning outcomes,

men are perceived by both female and male students to be better leaders and

more knowledgeable. However, given the fact that Boring (2017) does not use any

randomization, the results should be considered with care.

Using a similar experimental setting to ours, MacNell, Driscoll, and Hunt (2015)

conduct an online course experiment in which they manipulate the information

about the gender of the instructor revealed to the students. In line with previous

findings, they find that students evaluate male instructors significantly higher

compared to female instructors, no matter the instructor’s gender. By hiding
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information about the gender identity of the instructor, the authors are able to

hold teaching quality and style constant. However, one obvious drawback of the

results is the small sample size of 43 students assigned to 4 different instructors,

which raises concerns regarding statistical power.

Despite some methodological concerns about parts of the literature mentioned,

and the fact that most of the previous literature on evaluations of leaders has

been conducted in the academic context, we find it to be highly relevant literature

for our case setting (football). In both the previous literature and in our case

study, the subjects are young, high achieving individuals living in some of the

most gender equal countries of the world (World Economic Forum 2022). The

contexts share similarities in that they traditionally have been mostly associated

with men (Bagilhole 2002), and as in football, the fraction of females enrolling

in graduate programs have steadily increased over the years, while the numbers

of female professors are lagging behind (few women chooses to pursue a career

within academia). Thus, we find there to be highly relevant synergies between

female leadership in the academic- and football context.

2.4 Our Contribution to the Literature

Our study contributes to the literature on gender bias in leadership. As leader-

ship is highly context based, we have narrowed our focus to the football setting,

answering the call of Burton and Leberman (2017) for more research on gender

(in)equality in managerial leadership positions in football. We do so by design-

ing a framed field experiment (Harrison and List 2004) that examines a channel

of prejudice that, to our knowledge, has not been examined in an experimental

setting in football before.

The way we contribute to the literature on gender bias in leadership is two-fold.

First, we build onto previous research on gender bias towards leaders in the football

domain, expanding knowledge on whether prejudice from players towards coaches

may be a factor of the inequality. The justification for our research is that no

previous studies have conducted an experiment to test this channel. Further justi-

fication is that the waste majority of the literature is conducted in North America,

and that performing our research in one of the most gender equal countries of the
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world may drive differences in gender bias.

Secondly, we add on to the literature on gender bias in evaluations of leaders.

The sheer scarcity of experimental studies in how gender bias are expressed in

evaluations of leaders, are also justification for our study. Expanding the research

from the academic context to that of football, a broader image of gender bias in

evaluations can appear.
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3 Method
The methodology part of our thesis is organized as follows: i) we begin by de-

scribing the experimental design, the pool of participants, and the procedure of

the experiment. We then move on to describe and motivate ii) our data, iii) our

statistical method, models, hypotheses, subanalyses, and robustness checks. Fi-

nally, we wrap up the section by looking at iv) further statistical considerations

and v) our hypotheses.

3.1 Setup and Conditions

The statistical methods were decided in a pre-analysis plan before collecting all

data and submitted to osf.io. This was done to minimize the risk of p-hacking and

researcher’s degree of freedom (Simmons, Nelson, and Simonsohn 2016). It was

submitted on 28 September, when 56 % (N1 = 138 and N2 = 144) of the responses

were recorded. The pre-analysis plan is followed unless clearly stated otherwise.

3.1.1 Experimental design

The participants watch a video of a technical football skill - a volley shot - ex-

plained with a voice-over from a coach. Within each team, the participants are

randomly assigned to one out of two videos, where one video has a female voice-

over and the other has a male voice-over. After watching the video, each partic-

ipant answers a survey. The chosen design is a between subject experiment. A

within subject design would have forced us to show both videos to the participants,

with the disadvantaged that they would have noticed the differences between the

videos, and the model had picked up other behaviors than solely a (potential)

gender bias. Links to the videos are found in Appendix A.

3.1.2 Pilot study

Before starting to collect data, a pilot study was conducted to ensure that the

decided procedure of the experiment works in a practical setting. This includes,

but is not limited to, handing out QR-codes, answering potential questions that

might arise, and ensuring that the video had the right level of difficulty for our

chosen sample group. The pilot study indicated that the difficulty level of the

video was satisfactory and that only minor changes to the survey were required.
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The pilot study was conducted on 17 and 18 August 2022 with 37 players (N1 =

20, N2 = 17) from two teams, a team of boys aged 18 and under, and a division

1 women’s team. Neither teams are considered “elite” by the Swedish Football

Association. Data from the pilot study are not included in our analyses since they

are not part of the selected population.

3.1.3 Population and sample size

The experiment was conducted on players from all teams in the Svenska Spel f19

A and B fall series, and all teams except one from p19 Allsvenskan. These are

the highest divisions for players 19 years and under in Sweden. The boys division

consists of one series, while the girls division is split into two series. There are

32 teams in total, of which 31 teams participated in the experiment. The missing

team dropped out due to practical issues and time constraints. Each team consists

of 13 to 21 players, and the total number of observations is 505, divided into two

test groups (N1 = 250 and N2 = 255). The sessions were conducted between 27

August and 1 November 2022.

The number of players who participated from each team depended on the number

present on each respective experiment day. This varied depending on whether the

experiment was conducted in conjunction with a game or in conjunction with a

practice. If the experiment was conducted before/after a game, the participant

pool depended on the selection of players for that specific game, which in turn

depended on the skills, illness, and injuries of the players. If the experiment was

conducted in conjunction with a practice, the group of participants depended to a

large extent on sickness. We encouraged injured players to participate as well. Five

players did not speak Swedish and were therefore excluded from the experiment.

Whether a team participated or not came down to logistical concerns and their

willingness to participate in the experiment. To increase the willingness of the

teams, we collaborated with the two organizations in charge of the series - Elite

Football Women (EFD) and Swedish Professional Football Leagues (SEF). As

mentioned in the previous paragraph, all but one team eventually chose to partic-

ipate, and the willingness was generally high. The one issue we encountered was

logistics. As the chosen series are national, that means the teams are spread out
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all over Sweden. With a limited time schedule, we were unable to travel to each

team. Thus, six teams conducted the experiment digitally, while the rest were

conducted at their home arena (thirteen teams), or in conjunction with an away

game in Stockholm or Uppsala (twelve teams). Only one team was unable to make

time for the experiment, even though they expressed a willingness to participate.

We assess that this will not affect the validation of our experiment.

The reasons we chose this particular sample of elite youth football players were

threefold. Firstly, the players in the sample are highly skilled and have had enough

coaching to be able to assess the quality of the instructions in the video compe-

tently. This should make the video evaluations less noisy. Secondly, by surveying

this group, we expected to get a fairly balanced sample with respect to gender. If

all the teams had participated with all their players, we expected the sample to

consist of 53 % boys and 47 % girls. Thirdly, at this level, we expect almost all

players to have grown up in Sweden - an advantage as the experiment focuses on

gender bias in the Swedish culture. If we had surveyed the top senior teams, there

would have been a proportion of foreign players and, therefore, a risk of picking

up norms and values from other cultures than the Swedish one. Thus, our chosen

sample results in a fairly homogeneous participant pool when it comes to cultural

background, experience, age, and gender. This is an advantage when attempting

to isolate a (potential) gender bias.

Given this sample size (N = 505), 80 % power and a significance level at 5 %,

we have the power to detect an effect size of Cohen’s d 1 = 0.2498, which is

considered a small effect size. This ex-ante effect size calculation is not part of

our pre-analysis plan.

3.1.4 Procedure

The experiment sessions started with an introduction of the thesis and the au-

thors. The same introduction was given in all sessions; see Appendix A. The

participants were not informed about the purpose of the experiment. Thereafter,

the participants were randomly given one QR-code each, which they scanned using

1. Cohen’s d is an unitless, standardized measure of effect size for measuring the difference

between two group means. The effect size is considered small if Cohen’s d = 0.2, medium = 0.5

and large = 0.8 (Carson 2012).
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their own phone and which directed them to the survey. Half of the distributed

codes in each session had a link to a video with a female voice-over and the other

half had a link to a video with a male voice-over. The codes were shuffled before

distribution, to achieve stratified randomization at the team level. This is useful

and important in the cases of small trials (Kernan et al. 1999). After watching

the video, the participants independently answered the survey. The full survey

and a translated version can be found in Appendix A. The whole session lasted

about 15 minutes. The whole team had to watch the video and answer the survey

during the same time period, so the participants could not discuss the video or

the questions between sessions.

For the teams that conducted the experiment online, one of the authors was some-

what “present” in the room over an online meeting. The introduction was the same

as in the physical session, but a leader from the team in the digital sessions got

the responsibility of shuffling and distributing the QR-codes. They did not know

which QR-code were directed to which video. All the teams doing the experiment

online got the same instructions; see Appendix A.

No financial incentives were provided because once the team accepted to be a

part of the experiment, the participants had no reason not to participate, and

thus needed no incentives. Furthermore, since the team had assigned time to the

experiment, and every participant had to remain in their seats until the whole

team had finished the survey, the risk of drop-outs due to low patience should

have been minimized. This was later on supported by our data, which showed

only three drop-outs out of 505 participants in total. Also, if we had individual

incentives, we would have needed to collect personal information, which would

have led to a GDPR issue.

3.1.5 Design of video

The decision to use a video design to find a (potential) gender bias was inspired by

the paper of MacNell, Driscoll, and Hunt (2015) where they use online classes to

keep quality of teaching constant. However, they hide the gender of the teacher,

where our experiment, more like Mengel, Sauermann, and Zölitz (2019), lets the

participants know the gender of the teacher or coach while rating. The problem
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Mengel, Sauermann, and Zölitz (2019) faces is to hold teaching quality constant,

which they solve by controlling for, for example, study hours and having a large

sample. Since there is so much that can vary between two coaches, we chose to

use the video format for this experiment.

A practical advantage of having everyone watch the same video is that we had

very low demands on the teams when conducting the experiment. There were no

issues with participants sitting close to each other because if they had a look at a

team-mates screen, they would see the same thing as on their own screen, which

minimized the risk of them figuring out what we were testing and possibly biasing

their answers.

The length of the video and the length of the treatment was a major factor in

this experiment. The videos are four minutes long, and there are three minutes of

talking/“coaching”. The practical advantages of making a short video are many.

By making the video short, we hoped to ensure that the players remained focused

throughout the experiment. Furthermore, a short video made it easier for the

teams to free up time to participate in the experiment. The previous mentioned

papers that examine gender bias in evaluations have much longer treatment, for

example MacNell, Driscoll, and Hunt (2015) who used a five week course. However,

studies using videos as short as 3 minutes have managed to find an effect (Schnall,

Benton, and Harvey 2008). Another argument for it being enough treatment with

a four minute video is based on the subject pool itself and their usage of technology

and video clips. The average length of a YouTube video in 2018 was 11.7 minutes,

(Ceci 2021) however, 12 % of the content is today made up of videos less than a

minute (Conviva 2022). The length of top performing videos on Facebook in 2019

was 1.4 minutes (Dixon 2022) and the optimal time for a TikTok video at the end

of 2021 was 21-34 seconds (Stokel-Walker 2022). Therefore, it is argued that the

participants are used to the format of short video clips.

The video was produced only for this purpose. A girl and a boy are seen in the

video with the same amount of screen time, similar technical skills, and similar

looks; see figure 2, in Appendix A. The purpose was to minimize any gender

impact or identification with the players seen in the video. For example, if there

would only have been a boy in the video, the female participants might identify
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less with the player, and hence experience that they learned less. The video

presents a technical instruction rather than a tactical one, as a technical scenario

is appropriate to all players, whilst a tactical scenario would by nature have to be

more team specific since tactics vary across teams. The motivation for choosing

a volley-shot as the technical skill was that it is relevant for every player on the

field and because the skill rarely gets attention in the regular team practices. As

it is a quite advanced skill, we hoped that the players would learn something

from watching the video and therefore pay more attention to it, compared to if it

were an easier skill that everybody already knew. Since 70 % of the participants

answered that they learned something from the video, we consider this goal to be

achieved.

The video material was produced by two professional and educated football coaches.

The dialect, sociolect, and intonation of the male and female narrators were kept

as similar as possible. The instructions in the video were the same and the script

of the video can be found in Appendix A. Setting up the experiment this way

should allow us to isolate the effect that the gender of the narrator has on the

players’ assessments of the instruction videos.

3.1.6 Design of survey

The survey started with an evaluation of the video, which was placed first in the

survey to ensure that the participants had a fresh memory of the video. After

evaluating the video, the players answered an attention question: “what technical

skill was shown in the video?” This to ensure that they paid attention when

watching the video. After that, they got to evaluate the video with their own

words. The next section included demographic questions such as age, whether

they learned anything from the video, and a question to see if they paid attention

to the gender of the coach, that is, whether they noticed the treatment they were

assigned to. There was an option “I do not know” for participants who did not

remember or did not notice the gender of the coach.

We also collected data to test some of the mechanisms that have been found to have

an effect on gender bias in the previous literature. First, to investigate whether a

potential bias is driven by male or female participants, as in Mengel, Sauermann,
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and Zölitz (2019), participants were asked to fill in which team they belonged

to. We asked this question instead of collecting the gender of the participant, so

our models are based on whether the participant is a member of a female or a

male team. Second, in accordance with Beaman et al. (2009) we wanted to see

how previous exposure to female football coaches affects a potential gender bias.

Thus, we asked the players if they were currently having a male or female head or

assistant coach and if they had ever had a female head or assistant coach. If they

answered “yes” on having had one, they had to specify at which football level

(5v5, 7v7, 9v9, 11v11).

By asking participants to evaluate the video first and answer questions about the

instructor and current/previous coaches afterward, we ensured that participants

did not have gender issues top of mind when assessing the videos. It was not

possible to jump between questions or skip questions.

3.1.7 Classification of experiment

Harrison and List (2004) presents a taxonomy of field experiments. Based on six

different factors, they define field contexts of experiments and classify these into

four different groups. Based on this taxonomy, we argue that our experiment is a

framed field experiment.

We classify it as a framed field experiment because of the subject pool (non-

standard) and the nature of the information set that the subjects bring to the

task (football knowledge). But, since the participants know that they are part

of an experiment, we cannot rate this experiment as a natural field experiment.

Thus, our experiment fulfills the main criteria for being classified as a framed field

experiment.

3.2 Data

Here we present the coding of the dependent and independent variables.

3.2.1 Dependent variables

The dependent variable is the mean of the responses of the respondents to the five

questions below, on a scale of 1-6 stars. Based on the Cox III (1980) framework,
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the most efficient scale is between 5 and 9, and if one wants to avoid the neutral

answer, the scale needs to be an even number.

• On a scale of 1-6 where 6 is the best, how instructive did you find the video?

• On a scale of 1-6 where 6 is the best, how did you find the coach speaking

in the video?

• On a scale of 1-6 where 6 is the best, how did you find the instructions in

the video?

• On a scale of 1-6 where 6 is the best, how professional did you find the coach

in the video?

• On a scale of 1-6 where 6 is the best, do you think the video showed how a

good player would perform a volley shot?

3.2.2 Independent variables

There are three independent variables used in the main regression and the sub-

analyses that need further explanation.

Firstly, femC is the gender of the coach, the voice-over in the video, where female

(femC = 1) or male (femC = 0). This is thus our treatment.

Secondly, whether the participant is part of a male or female team, femP , where

female (femP = 1) or male (femP = 0).

Lastly, a dummy variable to determine whether the participant has had relevant

exposure to a female coach. We define the relevant exposure as currently having

a female head or assistant coach and/or if the participant has had a female head

coach on 11v11. We chose to include current assistant coaches because we were

afraid that the sample would be too small if we only included head coaches. The

variable exposure, Ex, takes (Ex = 1) if the participant has a relevant exposure

or (Ex = 0) if there is no relevant exposure.
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3.2.3 Outliers and exclusion

An outlier is defined as “an observation that deviates so much from the other ob-

servations as to arouse suspicions that it was generated by a different mechanism”

(Hawkins et al. 2002), which none of our answers are. The most extreme results

we can get are if someone presses “1” on all or “6” on all the questions, which

we do not consider outliers by the mentioned definition. There were zero players

rating the video with “1” on all questions and 41 participants who gave the video

a full score.

Participants who miss the control question “what technical skill was shown?” are

removed. The answer we keep is “volley shot” and the answers we exclude are

“throw-in”, “header” and “slide tackle”. This is because if they got that question

wrong, they clearly did not watch the video and therefore would not have been

able to evaluate the video. As previously mentioned, the five participants who did

not speak Swedish were excluded from the experiment.

3.3 Statistical Methods

In this section, we present our statistical methods. First, the main regression

together with our hypothesis and statistical tests. After that, we present and

motivate our subanalyses. A series of robustness checks are presented and finally

some further statistical considerations on our statistical methods. We run an

ordinary least squares regression on our data.

3.3.1 Main regression

We start by comparing the means of the treatment groups to test for a raw gender

bias. This is done by comparing the means of the two treatment groups with a

non-parametric Mann-Whitney U test. Then we run the regression 3.1 for further

investigation.

yi = αi + δ1femC + ϵ1 (3.1)

A two sided t-test is used to test the null hypothesis below.

H0 : δ1 = 0 against H1 : δ1 ̸= 0 (3.2)

If we can reject the null hypothesis of 3.2 at the statistically significant 5 % level
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we interpret this as evidence of a gender bias. The size and direction of the bias

are estimated by δ1.

3.3.2 Subanalyses

Participants member of male of female team

The first subanalysis, 3.3, test our first mechanism inspired by Mengel, Sauermann,

and Zölitz (2019). By including an interaction term, we investigate whether the

rating of the video is affected by whether the participant belongs to a male or

female team. This generates four hypotheses to test.

yi = αi + δ1femC + δ2femP + δ3femC · femP + ϵi (3.3)

Hypothesis 3.4. No gender differences with respect to whether participants belong

to a male or female team or in coach’s gender, tested with an F-test.

H0 : δ1 = δ2 = δ3 = 0 against H1 : δ1 ̸= δ2 ̸= δ3 ̸= 0 (3.4)

The null hypothesis implies that there are no gender differences when evaluating

the video, neither with respect to the coach nor with respect to the participants

belonging to a male or female team. If we can reject H0 that would suggest that

there is a gender difference.

Hypothesis 3.5. Participants in a female team do not evaluate the male and female

coach differently, tested with a two sided t-test.

H0 : δ1 + δ3 = 0 against H1 : δ1 + δ3 ̸= 0 (3.5)

Hypothesis 3.6. Participants in a male team do not evaluate the male and female

coach differently, tested with a two sided t-test.

H0 : δ1 = 0 against δ1 ̸= 0 (3.6)

H0 from 3.5 implies that participants in a female team make no difference in

how they evaluate the male or female coach. H0 from equation 3.6 implies that

participants in a male team do not evaluate the male and female coach differently.
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Hypothesis 3.7. Differences in video evaluations between the male and female

coach do not depend on participants belonging to a male or female team, tested

with a two sided t-test.

H0 : δ3 = 0 against δ3 ̸= 0 (3.7)

H0 from equation 3.7 states that neither the players belonging to a male or female

team evaluates the male or female coach differently.

Relevant exposure

The second subanalysis, 3.8, test our second mechanism inspired by Beaman et

al. (2009). We include an interaction term to investigate how the player’s relevant

exposure (Ex) to a female coach affects the rating of the video. This generates

four hypotheses to test.

yi = αi + δ1femC + δ2Ex+ δ3femC · Ex+ ϵi (3.8)

Hypothesis 3.9. Having or not having relevant exposure to a female coach does not

have an effect on the evaluation of the video with respect to the coach’s gender.

Tested with an F-test.

H0 : δ1 = δ2 = δ3 = 0 against δ1 ̸= δ2 ̸= δ3 ̸= 0 (3.9)

The null hypothesis implies that there are no differences between relevant exposure

to a female coach and no exposure when evaluating the video, with respect to the

coach’s gender. If we can reject H0 that would suggest that there is a difference.

Hypothesis 3.10. Having relevant exposure does not have an effect on the evalu-

ation of the video, with respect to the gender of the coach in the video. Tested

with a two sided t-test.

H0 : δ1 + δ3 = 0 against δ1 + δ3 ̸= 0 (3.10)

Hypothesis 3.11. Not having relevant exposure does not have an effect on the

evaluation of the video, with respect to the gender of the coach in the video.

Tested with a two sided t-test.

H0 : δ1 = 0 against δ1 ̸= 0 (3.11)
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H0 from 3.10 implies that players with relevant exposure make no difference in

how they evaluate the male or female coach. H0 from equation 3.11 implies that

players without exposure do not evaluate the male and female coach differently.

Hypothesis 3.12. Differences in the evaluation of the male and female coach in the

video do not depend on relevant exposure to a female coach. Tested with a two

sided t-test.

H0 : δ3 = 0 against δ3 ̸= 0 (3.12)

H0 from equation 3.12 states that neither player with or without relevant exposure

evaluates the videos differently.

3.3.3 Robustness checks

On each question separately

To make sure our results are robust and that potential results are not driven by

only one of the questions, the main regression and the subanalyses are run on each

of the five evaluation questions separately. For example, a potential gender bias

could be driven by the professionalism question only. This could result in that

a statistical significant result found when running the regressions on the mean is

misinterpreted and more significance is attributed to gender bias in perception

of the instructions. Another potential problem that could be avoided through

running this robustness check is if the three regressions, when run on the mean,

show no statistical significance but there is a gender bias on one of the questions

individually.

High and low dispersion

The second robustness check is on high and low dispersion within the question-

naire. This should rule out the possibility that the results are driven by ’careless’

participants who ’always tick the same box’ when filling out the survey. To define

individuals as ’low dispersion’ or ’high dispersion’, respondents, we calculate the

standard deviation of a player’s answers across all five questions. Low dispersion

(high dispersion) is defined as evaluations with a below-median (above-median)

standard deviation. Thus, we create two samples and run the regressions on those

samples, respectively. We compare the regressions using a t-test to see if the
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coefficients differ between the two groups.

H0 : δ1;high = δ1,low against H1 : δ1,high ̸= δ1,low (3.13)

Treatment question

The third robustness check is performed with respect to whether the players an-

swered the treatment question correctly. “Was there a male or female coach

speaking in the video” with the three answer options “female”, “male” or “I do

not remember”. If the player correctly answers this question, they are assigned

(NotCorrectTr = 0), if they answer wrong or “I do not remember” they take the

value (NotCorrectTr = 1). We start by running the regression below with an in-

teraction variable, and if the results are statistically significant, we do exploratory

analyses to see if there are patterns to be detected, for example, if players tend to

miss the treatment more when there is a female coach.

yi = αi + δ1femC + δ2NotCorrectTr + δ3femC ·NotCorrectTr + ϵi (3.14)

Differences in video evaluations between male and female instructors do not de-

pend on participants’ answer on the treatment question, tested with a two sided

t-test.

H0 : δ3 = 0 against H1 : δ3 ̸= 0 (3.15)

We recognize that there are more tests that could have been conducted, such

as running the regressions for type of session (digital, physical, post-game, post-

training, etc.), but choosing not to do it due to two main reasons. First, the lack of

subjects in the different groups makes it difficult to obtain statistical significance,

and second, many tests increase the risks of false positives. Furthermore, since we

randomize within each team, effects across sessions are likely to be small.

3.3.4 Further statistical considerations

We have strata fixed effects on all our regressions, stratified on the team level,

which in our setting is also the session level. This is done through a categorical

variable included in our linear regressions. The goal is to remove session-specific

variance; for example, if a team lost a game they might rate both videos lower

than a team after a win.
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Our definition of statistical significance is p < 0.05. To detect what the minimum

detectable effect is, given the sample size that in the end turned out to be available

to us, we run a power analysis with the power 80 %.

Since heteroskedasticity-robust standard errors tend to have a downward bias i.e.

more likely to get false positives, we first test for heteroskedasticity. The Breusch-

Pagan test and the White test help us find whether there is a relationship between

residuals and explanatory variables. If there is, we use robust standard errors in

all regressions to minimize the risk of bias due to heteroskedasticity.

Due to the fact that we do not assign treatment to clusters of units, but rather to

individuals (player level), there is no need to cluster our standard errors (Abadie

et al. 2022).

All of our empirical methods have been predetermined in our pre-analysis plan.

3.4 Hypotheses

Given the previous research and the statistical methods described, we predict the

results of our analyses.

In line with the research from Mengel, Sauermann, and Zölitz (2019), Boring

(2017), and MacNell, Driscoll, and Hunt (2015) we argue that it is reasonable to

expect that the participants rate the video with a female voice-over lower than

the video with the male voice-over in our main regression 3.1.

As stated in our first subanalysis 3.3, we investigate whether belonging to a female

or male team is a mechanism of a potential gender bias. Still, we see no reason

why our results should differ from Mengel, Sauermann, and Zölitz (2019) and thus

hypothesize that there will be a difference in how participants belonging to a male

or female team rate the videos, with respect to the coach’s gender. We hypothesize

that the groups will rate the video with a female voice-over lower than the video

with a male voice-over, but participants from a male team will rate the video with

a female voice-over the lowest.

Our second subanalysis 3.8 investigates whether relevant exposure to a female

coach is a mechanism of a potential gender bias. Despite the fact that the re-
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search from Beaman et al. (2009) is set in India, we hypothesize that our ex-

periment should find a similar effect, although we expect it to be smaller in the

Swedish setting. Specifically, we expect there to be a difference in rating of the

video between the group that has relevant exposure and the group that has not,

with respect to the coach’s gender. We hypothesize that the groups will rate the

video with a female voice-over lower than the video with a male voice-over. We hy-

pothesize that participants without relevant exposure rate the video with a female

voice-over the lowest.

31



4 Results
The result section of our thesis presents our results, and further analysis of the

results is made in the discussion in Section 5. Our results are presented in the

following manner: i) we begin by presenting the descriptive data and then move on

to ii) our main regression. Thereafter the section with iii) the subanalyses, followed

by iv) the robustness checks. Finally, v) a short summation of the results.

4.1 Descriptive Data

Table 1 shows the descriptive statistics of the primary data collected through the

experiment. In total there are 505 observations, split up into two test groups

(N1 = 250 and N2 = 255). There are N = 241 participants from a male team and

N = 264 participants from a female steam. 3 of these participants answered the

attention question wrong, and their results are not a part of our regressions. Of

the 505 participants, 41 % (N = 207) have the relevant exposure. 31 participants

answered the treatment question with “I do not know” or answered wrong. The

age varies between 14 and 20 years, with an average age of 17.5 years. The average

of the participants mean of ratings is 4.9 on a scale of 1-6, with a minimum of 2.2.

Since the standard deviation is almost one star on the rating-scale (0.7) we can

already see that the variation is quite high compared to the ratings.

Table 1: Descriptive statistics

Statistic N N=1 Mean St. Dev. Min Max

Mean of ratings 505 4.9 0.7 2.2 6.0

Attention question 505 3 0.01 0.1 0 1

Did you learn 505 359 0.7 0.5 0 1

Exposure 505 207 0.4 0.5 0 1

Member of female team 505 264 0.5 0.5 0 1

Female coach in video 505 255 0.5 0.5 0 1

Age 505 17.5 1.0 14 20

NotCorrectTR 505 31 0.1 0.2 0 1
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In Table 2 the relevant descriptive statistics are grouped by treatment, and a

balancing test has been conducted to investigate if the distribution between the

treatment groups is similar. The F-statistics are small and not significant on the

5 % level, there is no statistical significance between the two groups.

Table 2: Balancing test

Voice-over : Male Female

Statistic N Mean St. Dev. N Mean St. Dev. Test

Mean of ratings 250 4.873 0.74 255 4.896 0.732 F=0.131

Attention question 250 0.004 0.063 255 0.008 0.088 F=0.315

Did you learn 250 0.716 0.452 255 0.706 0.457 F=0.063

Exposure 250 0.396 0.49 255 0.424 0.495 F=0.394

Member of female team 250 0.52 0.501 255 0.525 0.5 F=0.015

Age 250 17.436 1.074 255 17.471 1.003 F=0.14

NotCorrectTr 250 0.06 0.238 255 0.063 0.243 F=0.016

Note: ∗p<0.1; ∗∗p<0.05; ∗∗∗p<0.01

4.2 Main Regression

Before discussing the results of our main regression and subanalyses, we need to

present our results of the Breusch-Pagan test to test for heteroskedasticity, Table

3. The test statistics are 25.17; 25.27; 26, 94 and the corresponding p-value is 0.76

for the three models. Since the p-value is larger than 0.05, we fail to reject the null

hypothesis and we do not have sufficient evidence to say that heteroskedasticity is

present in the regression model. Also, when relaxing the assumption of normally

distributed standard errors and conduction a White-test, we fail to reject the null

hypothesis. Therefore, no robust standard errors are used.

4.2.1 Main regression

Our main regression investigates whether there is a raw gender bias between the

two treatment groups. Let us first look at the distributions with the boxplot in
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Table 3: Breusch-Pagan test

statistic p.value parameter method

Reg (1) 25.17 0.76 31.00 studentized Breusch-Pagan test

Reg (2) 25.17 0.76 31.00 studentized Breusch-Pagan test

Reg (3) 26.94 0.76 33.00 studentized Breusch-Pagan test

Figure 1. We can see that the distributions overlap and the means are very close

to each other. To investigate whether the difference between these two means

is statistically significant, we look at the results from our non-parametric Mann-

Whitney U test and our parametric t-test from the main regression, column (1),

in Table 4. The Mann-Whitney U test results in a two-sided test with p−value =

0.76. This indicates that we cannot reject the null hypothesis that the distributions

are equal and conclude that we cannot determine a significant difference between

treatment groups.

The parametric t-test in Table 4 for model (1) shows a similar result. The large

standard errors, bigger than the point estimate, indicate a lack of statistical sig-

nificant effect, and the t-test fails to reject the null hypothesis. The minimum

detectable effect size with this sample size, if p = 0.05 and a power of 80 %, is

0.168 stars on our scale of 1-6 stars.

To conclude, the variance in the mean rating of the video does not appear to differ

significantly between the treatment groups.
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Figure 1: Box plot of treatment groups

4.3 Subanalyses

4.3.1 Subanalysis one

Table 4, column (2) shows the results of our first subanalysis. The first subanalysis

includes an interaction term to investigate whether the participant is part of a

male or female team affects the rating of the video. Four hypotheses have been

presented with respect to the first subanalysis, (see Section 3.3.1). We see that

hypotheses 3.5, 3.6, and 3.7 cannot be rejected at the 5 % level. Thus, in this

sample, there is no evidence of a gender bias from members of a male or female

team. Regarding hypothesis 3.4, whether or not the model is predictive as a whole,

we see that the F-statistic is significant on a 1 % level. However, this result seems

to be driven by the statistical significance of our constant, rather than by any

of the coefficients. It suggests that our explanatory variables do not explain the
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variation on a statistically significant level.

Since R2 does not change from the main regression to the first subanalysis, adding

the variable of members of a female team does not explain more of the variance

than does model (1). The minimum detectable effect size given 80 % power and a

significance level at p = 0.05 for δ1 in model (2) is 0.252 stars on our scale of 1-6

stars, for δ3 in model (2) is 0.364 stars, and for δ1 + δ3 is 0.252 stars.

4.3.2 Subanalysis two

Table 4, column (3) shows the results of our regression on model (3). The second

subanalysis includes an interaction term to investigate how the player’s relevant

exposure to a female coach affects the rating of the video. Four hypotheses have

been presented with respect to the second subanalysis, see Section 3.3.1. We see

that hypothesis 3.10, 3.11 and 3.12 cannot be rejected at the 5 % level. Thus,

there is no evidence of a gender bias with respect to whether the participants in

this sample have had relevant exposure or not. Regarding hypothesis 3.9, whether

or not the model is predictive as a whole, we see that the F-statistic is significant

on a 1 % level. However, like in model (2), this result seems to be driven by the

statistical significance of our constant rather than any of the coefficients.

Since R2 does not change from the main regression to the second subanalysis,

adding the variable of exposure does not explain more of the variance than the

model (1) does. The minimum detectable effect size given 80 % power and a

significance level at p = 0.05 for δ1 in model (3) is 0.224 stars on our scale of 1-6

stars, for δ3 in model (3) is 0.392 stars, and for δ1 + δ3 is 0.308 stars.

4.4 Robustness Checks

As described in Section 3.3.3 three robustness checks were conducted.

4.4.1 On each question separately

In Appendix B the results of our first robustness checks are presented; see Table

5, Table 6 and Table 7. The main regression and the subanalyses were run on each

of the questions independently. The main regression, Table 5, tells us the same

story as when run on the mean of ratings, no gender effect can be found.
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Table 4: Main regression an sub-analyses

Dependent variable:

Mean rating of video

Model (1) Model (2) Model (3)

Female coach 0.04 0.05 0.09

(0.06) (0.09) (0.08)

Female team member 0.08

(0.25)

Exposure 0.10

(0.14)

Female coach*Female team member −0.02

(0.13)

Female coach*Exposure −0.13

(0.13)

Constant 5.11∗∗∗ 5.03∗∗∗ 5.06∗∗∗

(0.19) (0.17) (0.22)

Session fixed effects Yes Yes Yes

Observations 502 502 502

R2 0.15 0.15 0.15

Adjusted R2 0.09 0.09 0.09

Residual Std. Error 0.70 (df = 470) 0.70 (df = 469) 0.70 (df = 468)

F Statistic 2.60∗∗∗ (df = 31; 470) 2.51∗∗∗ (df = 32; 469) 2.47∗∗∗ (df = 33; 468)

δ1 + δ3 0.03 −0.05

(0.09) (0.11)

Note1: ∗p<0.1; ∗∗p<0.05; ∗∗∗p<0.01

Note2: Standard errors in brackets
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Neither the two subanalyses, Table 6 and Table 7, run on each question separately,

can reject the null hypotheses on a 5 % significance level. However, a peculiar

finding that arouse is the statistical effect on the survey question “On a scale of

1-6 where 6 is the best, how did you find the instructions in the video?”. Yet, this

estimate pointed in the opposite direction of previous research, has a statistical

significance below our limit, and should be interpreted as a null result.

4.4.2 High and low dispersion

Secondly, to see if there is a difference between the participants with a high or

low dispersion in their responses. In Table 8, Appendix C, the results are shown

on the main regressions run on the divided sample. Calculating the p-value of the

comparison of the two coefficients, we get p = 0.883 which would mean that we

cannot reject the null of the two being equal. This suggests that the difference in

dispersion does not have an effect on the results.

4.4.3 Treatment question

Finally, the robustness check with respect to whether or not the players answered

the treatment question correctly. 31 players answered that they did not know the

gender of the coach in their video or answered the question incorrectly. In Table

9, Appendix D, the results of a regression with the treatment coefficient as an

intercept are shown. Due to the small sample group, it is expected not to get a

significant result, which is exactly what the result is showing.

The results of the robustness checks strengthen our conclusion from the previous

result, we cannot find a gender effect in this sample between the two videos.

4.5 Summary of Results

One main regression has been conducted, estimating whether there is a difference

between the mean ratings of the two videos. Based on the results of the non-

parametric and the parametric test we cannot, on any significance level, reject the

null hypothesis of the two means being the same. Due to the high power of the

model, if there was an economically significant effect to be detected, it is likely

that we would have found it.
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In subanalysis one, an interaction term has been included to see if the mean rating

of videos varies depending on whether the participant is a member of a male or a

female team. The results show that we cannot reject the null hypothesis that this

does not vary with participants belonging to a male or female team.

In subanalysis two, we have instead let the mean ratings of the video vary depend-

ing on whether the participants currently or recently had a female coach, relevant

exposure. The results support the notion that there is no difference in the mean

rating between the videos, at any significance level.

To ensure that our results hold for each question by it self, all three models were

run on each question separately. We also cannot find support for rejecting the null

hypothesis here, supporting the results of the main regressions.

The following two robustness checks are estimated to ensure that our findings hold

in more settings. First, we test if there is a difference depending on the dispersion

of the participants’ responses, and second, we test if the participants who answered

the treatment question wrong have a different result from our other findings. Our

robustness checks support our findings of no effect.
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5 Discussion
As our research aimed to investigate why there are so few female football coaches

at the elite level in Sweden, we cannot find evidence that this is driven by gender

bias in players evaluation of coaches. We cannot reject the null hypothesis of no

gender bias based on our experiment with a video of a technical football skill in

our selected sample.

In our two subanalyses we control for the participants belonging to a male or female

team and whether or not they have relevant exposure with a female coach. From

these we conclude that we cannot say that gender bias varies with the participant

belonging to a male or female team, and there is no support of it varying with

the participant having relevant exposure with a female football coach. Thus, the

results support our main regression.

In addition, three robustness checks were conducted with the goal of strengthening

our results. First, the main regression and the subanalyses were run separately on

each question, and on neither of them there was evidence of a gender bias. Second,

the robustness check that controlled for high and low dispersion in the answer

choices could not reject the null hypothesis, and finally, the robustness check on

whether or not the participant answered the treatment question correctly could

not reject the null hypothesis. We conclude that the robustness checks support

our lack of evidence of a gender bias. The reason for this lack off effect could be

due to two major reasons, which will be discussed in the next section.

5.1 Analysis of Results

As stated above, we cannot reject the null hypothesis that there does not exist a

gender bias in the evaluation of football coaches in our sample. Thus, we cannot

with certainty state whether i) there does not exist a gender bias at all or ii) there

exists a gender bias, but we were not able to pick up the effect with our experiment

design.

What should be emphasized when considering the two scenarios is that we are

powered to detect a small effect size, as our Cohen’s d = 0.2498, given a 5 %

significance level and 80 % power. Also, the minimum detectable effect size for our
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main regression is 0.168 stars, on our scale of 1-6 stars, given a 5 % significance level

and 80 % power, which is on the limit of what could be considered economically

significant. Thus, we can conclude that we are underpowered to detect a very

small effect size but powered to detect an economically significant effect size. With

the chosen experimental design, we should have been able to isolate the specific

channel of a raw gender bias in evaluations by holding everything but the gender

constant. Thus, we believe it to be likely that our results mirror the reality - that

there does not exist a gender bias in our sample at our level of treatment.

There is a risk, naturally, that our treatment is too weak and that varying the

gender of the voice in the video is not sufficient in itself to detect a bias, even in

the scenario that a true gender bias actually does exist in evaluations of football

coaches. The level of treatment was something that was thoroughly discussed

prior to the experiment, and we believe that the chosen treatment level has several

advantages. The most important one is that if we had found a significant effect on

our dependent variable, we could have said with high power that it was driven by

a gender bias. Were we to choose a larger treatment - for example, having a female

and male coach instructing the technical skill in person (not only through voice),

it would have been more difficult to say with certainty that this effect was driven

by a gender bias alone, as multiple other characteristics of the coaches would

have showcased than solely their gender, for example, their expressed confidence,

their posture, body language, etc., even when aiming to hold these as similar as

possible. To control for other factors like these, we would have needed to cluster

our standard errors on team level (opposed to on player level) and collect a greater

amount of observations to get the same degree of power. As we tested all but one

team of our chosen sample (the top youth division for females/males), this would

have required us to test other groups of football players, for example non-elite

players. For all these reasons, we are confident in the experimental design chosen.

Although we did not find evidence for a raw gender bias, there could still exist

a gender bias that we could not detect. Since our treatment design is limited

in scope, it may be the case that we have eliminated gendered factors, which

contributes to a bias towards women. For example, a potential bias could be

driven by something related to women’s appearance, how female coaches lead the

team during a match, or other unobservables. As stated in the literature section,
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it could also be driven by, for example, female coaches that showcase feminine

traits that are incongruent with the prototypical traits of a football coach (Eagly

and Karau 2002). As we kept the manuscripts gender neutral, holding everything

except the actual gender of the coach constant, we eliminated the possibility of

gendered factors playing a role in the evaluation of the coaches. Thus, if gendered

factors and not the raw gender itself would be a driver of a gender bias towards

coaches, we would not be able to detect it with our experiment.

It might very well be the case that scenario 1 holds true - that there exists no

gender bias in our sample, and that our results mirror the reality. Even though

we cannot state this with certainty, we cannot reject that this is not the case.

Mengel, Sauermann, and Zölitz (2019) - our main source of inspiration when de-

signing our research - found a significant gender bias in the academic context in

the Netherlands. As the Netherlands and Sweden are ranked very similarly on the

World Gender Equality Ranking (World Economic Forum 2022), and there are ob-

vious synergies between the academic field and the one of elite sports (hierarchical,

high-performing, and pedagogical environments), our results could be interpreted

as a bit surprising with this in mind. Even MacNell, Driscoll, and Hunt (2015),

who used a similar treatment as we did - with online teaching - found a raw gender

bias in his study. However, we do not believe that this means that students are

more gender biased in the Netherlands. Mengel, Sauermann, and Zölitz (2019)

ran a large natural experiment where the treatment was huge (spanning over the

whole duration of a study semester with almost 20,000 observations). Thus, when

a true gender bias did exist, his study was more prone to pick up the effect.

Interesting enough, our (non)findings do somewhat contradict the previous re-

search that has been made on female leadership in the football domain. Accord-

ing to Burton (2015), the masculine environment that football still is can lead to

women being evaluated as less capable leaders in football administrations, regard-

less of their traits or characteristics (raw gender bias). Cunningham found the

same indication in his 2015 paper (Cunningham and Chelladurai 2015). However,

since no observational study on the existence of a gender bias has been conducted

in the football domain specifically before, and the previous literature in this do-

main has been conducted in the US, it may not be too far fetched to believe we
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actually found the true (null) effect.

5.2 Internal Validity

With our framed field experiment, we are able to examine whether there is a raw

gender bias in an isolated setting, with almost everything except gender being

constant. We have the power to detect a small effect size, a thorough pre-analysis

plan made before conducting the study, and a pilot study. Therefore, we argue

that the internal validity of this thesis is high.

However, the threats to internal validity that we believe might have affected our

results or weakened confidence in our lack of causal relationship are related to

the procedure of conducting the experiment. One consideration of this would be

if a considerable share of the participants would have had a low attention span

and not fully absorbing the treatment due to lack of focus on the video. While

conducting the experiment, we did observe a few participants with seemingly

low attention span while watching the video. However, only 0.6 % answered the

attention question incorrectly, 6 % answered the treatment question incorrectly,

and 70 % answered that they learned something from the video, suggesting that

a possible effect of lack of attention would be small.

Further threats to internal validity that we do not consider major, but nevertheless

are worth mentioning, are that the two of us, conducting all the experiments,

were female. In addition, teams that conduct the experiment after a game could

potentially be affected by the gender of the referee. If the referee was female and

the game went poorly, it could work as a negative prior.

Most issues that could have arisen and be a threat to internal validity are solved

through the randomization in our experiment, as well as through using fixed effects

in our regressions. Examples of such problems that could have affected our result

are if evaluations have been affected by the mood of the players, for example,

after losing a game, they might be more negative and rating both videos lower,

compared to a team that just won a game. Furthermore, participants in the

experiment who knew the female football player in our video could have been more

positive to our video, as well as the few players who knew one of the experimenters.

Additionally, the evaluations could differ in the digital sessions due to not meeting
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the examiners in real life. However, even if these circumstances would affect some

of the individual ratings, the treatment was orthogonal, which means that we

randomized the videos at the team level.

When it comes to the video, one factor that could have influenced the evaluation

of the coaches, even though we tried to keep everything else constant, is that

some players might have perceived one of the coaches to be older than the other,

potentially assigning him/her a greater confidence for that reason. However, we

believe that this effect, if it exists at all, would be very small and would not affect

our result. When designing the experiment, we took this into consideration and

chose two coaches with the same age to minimize the risk of age bias.

5.3 External Validity

There are two ways of looking at the external validity of this research. Firstly,

through how well our results are applicable in other settings of football, such as

in non-elite environments, on a senior level or in other countries. Secondly, if our

results can be applied in other settings than football.

Starting with the context of football, it is interesting to discuss if and how our

findings could be applied to different subject groups. Starting with the non-elite

environment in Sweden - a much bigger part of Swedish football than the elite

environment - one defining difference is that, even though it is still heavily skewed,

in the non-elite environment there are more female coaches (Svensk Fotboll 2022).

According to (Beaman et al. 2009) a possible gender bias should be reduced by

that increase, and thus it is not too much of a stretch to insinuate that the lack of

a raw gender bias in an elite environment is probably applicable to the non-elite

environment as well. When it comes to a senior and abroad setting, one must

keep in mind the special context of Sweden as a country, as we are one of the

top countries in terms of gender equality in the world. Therefore, even if there

is a lack of raw gender bias in Sweden, it does not mean that there is none in

other countries in the world. This reasoning can be applied for the senior teams

in Sweden as well, players from all over the world are playing in the teams which

could possibly affect a gender bias. We would thus argue that our results are not

applicable outside of Sweden or in a senior environment.
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The second dimension of external validity is whether our finding(s) can be trans-

lated to domains other than football. As mentioned in the introduction, sports are

an integral part of society. Therefore, (in)equality in the football setting should

arguably reflect other parts of society as well. In this research, we were unable to

reject the null hypothesis that it does not exist a gender bias from players in the

evaluation of football coaches. Does this then mean that there does not exist a

gender bias in any form of leadership evaluation in the Swedish society? We argue

that the external validity of our thesis is weak in this parameter, making it difficult

for us to draw any conclusion about any other domain than football. As leadership

is highly contextual (Ayman 2004), and our sample group was specifically chosen

as well as the level of treatment, the transversality of the result should be treated

with caution when discussing other domains. However, we argue that there might

be synergies between the (non-)gender bias of our sample pool with a potential

(non-)gender bias in other settings where this group operates, for example, in other

youth teams in sports similar to football or in a high school environment. With

regards to the latter, it is worth having in mind that, in the football setting, we

are testing for a gender bias in a male dominated context. As Mengel, Sauermann,

and Zölitz (2019) found evidence for in her research, in courses that reflected more

strongly stereotypical masculine characteristics, such as mathematics, gender bias

was greater than in less male stereotypical courses, such as social sciences. With

that in mind, the football setting examined in this research may be more likely

reflected in a male dominated category of education.

5.4 Future Research

As stated before, this experiment has its limitations because it tries to isolate the

raw gender effect. Any future research should focus on increasing the treatment,

either through length or through a more intense treatment, or maybe both. An

experiment with increased length could, for example, be designed in the same way

as ours, though with more videos of different technical skills, every week for two

months. Or, to intensify the treatment, have the female or male coach on site to

instruct the skill.

To further investigate why there are so few female football coaches in Sweden

today, future research should branch out from players and look for prejudice from
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other parts of the industry as well. For example, are the female coaches hired

based on the same criteria as male coaches and do their colleagues evaluate them

the same as male equivalences? An interesting dimension would be to investigate

what the chief executive managers at elite football clubs in Sweden believe the

result of our study (of which they are acquainted) would be. Could it be that the

managers hiring the coaches believe there is a bias from players and favors male

coaches based of faulty assumptions? Unfortunately, this was beyond the scope of

our thesis.

Another way of deepening the knowledge of gender bias within sports is to look

outside of the football context. For instance, similar experimental methods in

other male dominated sports, such as ice-hockey, could support or debunk our re-

sults. Also, since we know (Born, Ranehill, and Sandberg 2018) that women prefer

to lead in female dominated contexts, while men happily lead in both, it would

be interesting to further investigate this question in a female dominated sport. Is

the same skewed distribution present and is it driven by similar mechanisms?

5.5 Going Forward

Based on the results of this research, we cannot find any support for the existence

a gender bias from players when evaluating football coaches. Therefore, we cannot

support that gender bias is a driving factor behind why there are so few female

football coaches in the elite environment in Sweden today. Thus, for the Swedish

Football Association (SvFF) to reach its goal of 40 % female football coaches by

2025, efforts are proposed not to be directed toward this specific channel - as there

is no clear evidence that there exists a bias in the evaluations of female coaches.

However, there is an inequality in the ratio of female/male coaches and the reasons

for this are likely tenfold. As mentioned in the literature review, there exist

multiple theories and research on different channels that explain why there are so

few female leaders in general, and these channels may likely translate from the

societal level to the sports level. It may be due to women having lower willingness

to lead (Born, Ranehill, and Sandberg 2018) that women impose self-limiting

behavior due to having less confidence in male-dominated contexts (ibid.). It

may also be due to women incurring a loss in utility from deviating from their
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gender role if taking on a leadership role that is described in masculine terms

(Coffman 2014). It may also be due to the existence of a gender bias that we

could not detect in this research, or the beliefs of whether a gender bias exists

or not. Maybe our findings mirror the reality - that no gender bias in evaluation

exists from players - but that the sport managers hiring the coaches believe this

is the case and hire male coaches, thinking they will get higher evaluated by the

players of the teams. This would be an interesting avenue for future research, as

mentioned in the previous section.
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6 Conclusion
What once was seen as a man’s world is now opening up to women and the skewed

distribution between men and women in leadership positions is beginning to change

(Grant Thornton 2022; Economic co-operation and Development 2018). However,

not in every industry: football is falling behind (Acosta and Carpenter 2012)

and this thesis aims to investigate why. In Sweden’s top divisions for men and

women (OBOS Damallsvenskan, Allsvenskan, Elitettan, and Superettan), only 6

% of the head coaches were women in the 2022 season, and if the Swedish Sports

Confederation wants to achieve its goal of having the share of male / female

coaches at least 40 % by 2025 within each sport at the youth level, as well as at

the national team level (Riksidrottsförbundet 2022), something needs to change.

Due to the similarities between academia and the elite football environment (hier-

archical, high-performing, and pedagogical environments), we investigated whether

the established gender bias from students to teachers (Mengel, Sauermann, and

Zölitz 2019) can also be found between players and coaches.

Through a framed field experiment (Harrison and List 2004) we have tested 505

players between 14 and 20 years of age at the elite youth level to see if they would

rate a female football coach lower than a male football coach, solely because of her

gender. The participants watched a video of a technical skill and then evaluated it.

Within each team, half of the participants were instructed by a female coach and

the other half by a male coach. In our main regression, there was no evidence of

a difference between the two treatment groups, a result supported by subanalyses

and robustness checks. Despite what could be argued as a low treatment and

a small sample size, we believe that we are powered to detect an economically

significant effect and that our internal validity is high.

Does this mean that there is no gender bias to be found within football? Although

we would love to claim this, we believe that is not the case. There are still many

things that a woman need to overcome to break into male dominated environments,

and even more to lead in them. However, we would argue that youth players at an

elite level at least will not dismiss a female coach before even meeting her, solely

based on her gender.
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A Appendix: The Experiment

Links to Videos

Link to video with a male voice-over Click This

Link to video with a female voice-over Click This

Figure 2: Screenshot from Video

Script for the Video

This video is about volley shots. We will focus on when the ball comes from the

side and in the air. A technical moment that every player needs to master but

rarely gets any attention in the ordinary team practice.

When the ball comes toward you, the most important thing is to hit the ball, not

the force. Since the ball is already coming towards you with force, you should

only focus on hitting the ball and getting it on goal. It is easy to want to use all

your force, but then you only risk missing the ball instead.

There are two things to focus on to succeed. First, follow the ball with your eyes

through its whole path; if you look away for only a second, you risk missing the

ball or hitting the ball incorrectly. And be on your toes. Even if you know where
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the ball is going to land, the wind or another player can affect the path and you

need to be able to adjust your position quickly.

As stated earlier, the speed of the ball is not created by the force you hit the ball

with, but instead where the ball hits the foot and the foot hits the ball. On the

foot there is a hard section, it feels like a lump. This hard section makes the ball

go faster, if you hit a little to high or low on your foot, the ball will go slower.

Point your toes so the foot tightens, is it crucial for speed and precision.

The place where the ball ends up is determined by where on the ball you strike.

If you strike high, the ball will go down, if you strike in the middle the ball will go

straight and if you strike below the ball it will go up. One of the most common

mistakes is to hit the ball low, making it go above the goal. Thus, you should

strike it in the middle or slightly higher up to press the ball forward or slightly

downward.

To get a smooth and controlled pendulum movement as possible, the body needs

to create a straight line from where you hit the ball to your head. To succeed with

your pendulum movement, it is an advantage to strike the ball as late in its path

as possible, thus as close to the ground as possible. That lowers the demands of

balance, mobility, and strength in your core and supporting leg. If you instead try

to hit the ball early in its path, when the ball is high up from the ground, the risk

becomes great that your body bends at the core. Then, you might hit the ball

incorrectly and bot speed and precision will deteriorate.

The goal the the volley is to change direction of the ball so that it goes where

you want it to go. The ball will get the same direction as your body. Your

body’s power-direction thus becomes important. The first step is to direct your

supporting leg where you want the ball to go. The body will follow and the ball

will follow the body. The second step is where to hit the ball, as we have discussed

earlier. And the final step is to follow through your motion after striking the ball.

You do that by letting go of your supporting leg and continue moving forward. It

will give you a more natural pendulum movement and it makes it easier for you

to be part of the next moment in the game.
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Script Before a Session

Hello,

we are currently writing our master thesis in economics at Stockholm School of

Economics, we are doing this together with Elite Football Women (EFD) and

Swedish Elite Football (SEF). This survey is conducted on every team in Svenska

Spel f19 och p19 Allsvenskan, which in why you are doing this today and we are

very grateful for that. We are investigating how to best teach a technical skill

through video. This is what is going to happen now: you will get one QR-code

each, which you scan with your phone. That will direct you to a site with a

YouTube-link. It is important that you click on the link before you click “next”,

because if you press next the link will disappear and you will not be able to return.

Use your own headphones, your own phone and your own QR-code.

So, click the link, watch and listen to the video. After that, go back to the survey

and complete it. If you happen to press “next” to quick anyway, scan the code

through Snapchat instead.

Please be quiet throughout the whole experiment so everyone can focus.
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Survey as Seen by the Participants

Figure 3: Survey as seen by participants

Figure 4: Survey as seen by participants
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Figure 5: Survey as seen by participants

Figure 6: Survey as seen by participants
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Survey - Translated

1. Watch the video. You can watch as many times as you want, but when you

have pressed “next” you cannot go back again.

2. On a scale of 1-6 where 6 is the best:

• how instructive did you find the video?

• how did you find the coach speaking in the video?

• how did you find the instructions in the video?

• how professional did you find the coach in the video?

• do you think the video showed how a good player would perform a

volley shot?

3. What technical skill was taught? Volleyshot/throw-in/header/slide tackle.

4. Did you know everything in the video, or is there something you will take

with you out on the field? I knew everything/I take something with me.

5. Here you get to write by yourself, what did you think of the video? Write

at least one word, maximum 50.

6. Here you get to write by yourself, what did you think of the coach? Write

at least one word, maximum 50.

7. Do you currently have a male head/assistant coach? Yes/no.

8. Do you currently have a female head/assistant coach? Yes/no.

9. Have you ever had a female head coach? Yes/no.

10. I had a female head coach...

• Yes, when I played 5v5.

• Yes, when I played 7v7.

• Yes, when I played 9v9.

• Yes, when I played 11v11.

11. I had a female assistant/goalie coach...
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• Yes, when I played 5v5.

• Yes, when I played 7v7.

• Yes, when I played 9v9.

• Yes, when I played 11v11.

12. Were there a female or male coach talking in your video? Male/femle/I do

not remember.

13. What club and team do you play in?

14. How old are you?

Instructions to Coaches for Teams where the Experiment is

Conducted Digitally

Hello and again, thank you for participating in our study.

It is very important that the player do not know what we are testing, sp if you

need to tell them something tell them that we are testing “how to best teach a

technical skill through video”.

Instructions before the survey: - print the two pages I have sent you and cut out

the QR-codes. - remind the players to bring headphones and their phone. Maybe

bring an extra pair if someone forgets.

Instructions during the survey: - hand out the QR-codes to the players. It is

important that they get one each, they cannot share it. - everyone must use

their own headphones, they cannot share. - if someone has forgotten they cannot

participate, since they cannot do it with on speaker or share with someone. - it is

important that they are quiet throughout the whole experiment.

We will describe the experiment during our introduction. Thank you again, “see”

you on xx!
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B Appendix: Robustness Check - Separated by

Question

Table 5: Robustness check of main regression

Dependent variable:

Instructive The Coach The instructions Professional Execution

(1) (2) (3) (4) (5)

Female coach 0.07 −0.02 0.06 0.04 0.04

(0.07) (0.08) (0.07) (0.10) (0.11)

Constant 5.29∗∗∗ 5.41∗∗∗ 5.43∗∗∗ 4.98∗∗∗ 4.44∗∗∗

(0.21) (0.23) (0.21) (0.29) (0.31)

Session FE Yes Yes Yes Yes Yes

Observations 502 502 502 502 502

R2 0.10 0.09 0.12 0.10 0.14

Adjusted R2 0.04 0.03 0.06 0.04 0.09

Residual Std. Error (df = 470) 0.78 0.88 0.81 1.10 1.19

F Statistic (df = 31; 470) 1.69∗∗ 1.52∗∗ 2.06∗∗∗ 1.69∗∗ 2.56∗∗∗

Note: ∗p<0.1; ∗∗p<0.05; ∗∗∗p<0.01
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Table 6: Robustness check of sub-analysis 1

Dependent variable:

Instructive The Coach The instructions Professional Execution

(1) (2) (3) (4) (5)

Female coach 0.10 −0.04 0.18∗ 0.03 −0.02

(0.10) (0.11) (0.11) (0.14) (0.15)

Female team member 0.31 0.33 0.64∗∗ 0.63 0.10

(0.28) (0.31) (0.29) (0.39) (0.42)

Female coach*Female team member −0.06 0.04 −0.23 0.02 0.11

(0.14) (0.16) (0.15) (0.20) (0.21)

Constant 5.00∗∗∗ 5.07∗∗∗ 4.86∗∗∗ 4.34∗∗∗ 4.31∗∗∗

(0.18) (0.20) (0.19) (0.26) (0.28)

Session FE Yes Yes Yes Yes Yes

Observations 502 502 502 502 502

R2 0.10 0.09 0.12 0.10 0.15

Adjusted R2 0.04 0.03 0.06 0.04 0.09

Residual Std. Error (df = 469) 0.78 0.88 0.81 1.10 1.19

F Statistic (df = 32; 469) 1.64∗∗ 1.47∗∗ 2.08∗∗∗ 1.63∗∗ 2.49∗∗∗

Note: ∗p<0.1; ∗∗p<0.05; ∗∗∗p<0.01
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Table 7: Robustness check of sub-analysis 2

Dependent variable:

Instructive The Coach The instructions Professional Execution

(1) (2) (3) (4) (5)

Female coach 0.12 0.05 0.17∗ 0.05 0.06

(0.09) (0.10) (0.09) (0.13) (0.14)

Exposure 0.18 0.17 0.29∗ −0.12 0.001

(0.16) (0.18) (0.16) (0.22) (0.24)

Female coach*Exposure −0.13 −0.18 −0.27∗ −0.03 −0.03

(0.14) (0.16) (0.15) (0.20) (0.22)

Constant 5.17∗∗∗ 5.32∗∗∗ 5.26∗∗∗ 5.10∗∗∗ 4.45∗∗∗

(0.24) (0.27) (0.25) (0.34) (0.37)

Session FE Yes Yes Yes Yes Yes

Observations 502 502 502 502 502

R2 0.10 0.09 0.13 0.10 0.14

Adjusted R2 0.04 0.03 0.07 0.04 0.08

Residual Std. Error (df = 468) 0.78 0.88 0.81 1.10 1.19

F Statistic (df = 33; 468) 1.63∗∗ 1.47∗∗ 2.08∗∗∗ 1.59∗∗ 2.40∗∗∗

Note: ∗p<0.1; ∗∗p<0.05; ∗∗∗p<0.01
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C Appendix: Robustness Check - High and Low

Dispersion

Table 8: Robustness check: High or Low Dispersion

Dependent variable: Mean rating of video

Mean rating of video

(High dispersion) (Low dispersion)

Female coach 0.08 0.06

(0.08) (0.09)

Constant 5.25∗∗∗ 4.95∗∗∗

(0.23) (0.24)

Session fixed effects Yes Yes

Observations 254 248

R2 0.20 0.27

Adjusted R2 0.09 0.16

Residual Std. Error 0.60 (df = 222) 0.66 (df = 216)

F Statistic 1.80∗∗∗ (df = 31; 222) 2.52∗∗∗ (df = 31; 216)

Note: ∗p<0.1; ∗∗p<0.05; ∗∗∗p<0.01
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D Appendix: Robustness Check - Treatment Ques-

tion

Table 9: Robustness check: Treatment Question on Mean Rating

Dependent variable:

Mean rating of video

Female coach 0.06

(0.06)

Not correct on treatment question 0.33∗

(0.19)

Female coach*Not correct on treatment question −0.39

(0.28)

Constant 5.10∗∗∗

(0.19)

Session fixed effects Yes

Observations 502

R2 0.15

Adjusted R2 0.09

Residual Std. Error 0.70 (df = 468)

F Statistic 2.53∗∗∗ (df = 33; 468)

Note: ∗p<0.1; ∗∗p<0.05; ∗∗∗p<0.01
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