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Abstract

This study investigates the influence of income volatility on household borrowing behavior,

contributing to the broader discussion on the relationship between inequality and the risk of financial

crises. While prior studies have generally focused on permanent income inequality, we address the

overlooked aspect of transitory income inequality. We use data from the Panel Study of Income

Dynamics to calculate the inherent individual earnings volatility of different industries, which is used

to represent the income volatility faced by households. By adopting a difference-in-differences

methodology, we compare the debt accumulation of households with high and low income volatility

during the years preceding the 2008 crisis, against the backdrop of the Gramm-Leach-Bliley Act. The

results are inconclusive. We attribute this to possible methodological limitations. Nevertheless, this

study contributes to the literature by shedding light on an underexplored dimension of income

inequality and its potential impact on credit growth. We call for further research to refine the

methodology and to provide more definitive insights into the link between income volatility and

household borrowing behavior.
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1. Introduction

The idea that the financial system itself can generate economic instability through

endogenous credit booms is not entirely novel. Economists have pointed to the impact of

credit on financial fragility since the early 1970s, as evidenced by the work of Minsky (1977)

and Kindleberger (1978). The global financial crisis of 2008 highlighted the potentially

devastating consequences of unbridled credit expansion. However, in the years leading up to

the crisis, credit was not the only economic measure that reached record levels in the US. In

2006, income inequality, as measured by the Gini index, reached a record high in the same

year (World Bank, 2023). This is striking, and has raised the question among economists of

what role income inequality played in the credit expansion that led up to the crisis.

In the aftermath of the global financial crisis, there was a noticeable deceleration in the

growth of U.S. household debt. However, it is now on the rise again, having reached a record

16.9 trillion USD in 2022, (Federal Reserve Bank of New York, 2022). At the same time,

there has been a precipitous increase in income inequality, as evidenced by the GINI index

exceeding its 2006 level in 2014 and yet again in 2019 (World Bank, 2023). While the

relationship between credit and financial crisis has been well-established in the literature,

dating back to Fischer (1933), and proven more recently by Schularick and Taylor (2012), the

relationship between income inequality and credit growth has been more difficult to prove

empirically.

Income inequality can be divided into a dichotomy of permanent inequality and transitory

inequality, where permanent inequality is the component most commonly referred to by the

term income inequality, and transitory inequality refers to the component driven by

idiosyncratic income shocks. However, when income inequality is measured as the variance

of income, for instance, using cross-sectional data at a fixed point in time, both permanent

and transient inequality are captured. Both empirical and theoretical research on the topic of

how income inequality affects credit growth has mostly focused on the effects of permanent

income inequality (see for instance Kumhof et al., 2015), leaving a gap in the literature. This

is a research gap that we intend to fill.

4



In this paper, we aim to shed light on the link between inequality and the risk of financial

crisis by examining only a specific part of income inequality, namely income volatility -

which can be interpreted as the transitory component of inequality - and how it affects the

borrowing behavior of households. The increase in income inequality over the last decades,

as we explain in our literature review, seems to have been in part driven by an increase in

individual income volatility (see for instance Gottschalk et al., 1994; Moffitt & Zhang, 2018).

Hence, there is reason to examine the effects of this part of income inequality on credit, and

therefore, unlike most of the previous literature on this topic, we choose to focus on

individual income volatility to analyze the mechanism of the theoretical relationship between

income inequality and credit. We hypothesize that households that face higher income

volatility have a greater need for consumption-smoothing credit.

Our research question is thus how income volatility affects household borrowing behavior.

We attempt to answer this question by investigating how households, whose primary income

earners were employed in industries characterized by high income volatility, adjusted their

borrowing practices in the period leading up to the global financial crisis. The unique aspect

of our study is that it coincides with a policy shift that we argue led to an increase in credit

availability. Therefore, we posit that the intersection of these conditions provides a valuable

lens to understand the impact of income volatility on household debt accumulation.

We use data from the Panel Study of Income Dynamics on earnings of household heads and

the industry they worked in to construct a measure of the intrinsic income volatility of

different industries1. After imposing sample restrictions to ensure that observed earnings

volatility is as idiosyncratic as possible, using a measurement period of 10 years, we calculate

the average individual earnings volatility of each of the twelve industries and compare the

industry averages to the total sample average earnings volatility, and index industries as either

high or low earnings volatility industries depending on if they exceed or subceed the total

sample average.

1 The industries available from the PSID dataset are Agriculture, Forestry, and Fisheries; Construction;
Manufacturing; Transportation, Communication, and Public Utilities; Wholesale and Retail Trade; Finance,
Insurance, and Real Estate; Business and Repair Services; Personal Services; Professional and Related Services;
and Public Administration.
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The purpose of using industry-level income earnings volatility to capture the income

volatility faced by individual households is to minimize the risk of our measure of income

volatility capturing idiosyncratic fluctuations, rather than intrinsic volatility. By focusing on

industry-specific income volatility, we ensure that the groups characterized by high and low

volatility are structurally differentiated, as they are established based on the inherent

attributes of the industries in which individuals are employed, rather than each individual’s

realized income volatility, which may be driven by self-imposed life choices.

As a consequence of utilizing this approach to delineate the high and low income volatility

households, we exclusively capture one channel of income volatility that households face,

specifically the earnings volatility of the household head. Additionally, we are unable to

account for volatility-reducing income sources, such as unemployment insurance or social

security benefits, due to the absence of data pertaining to these variables. These limitations

partly detach our measure of volatility from the income foundation that households rely on to

make borrowing decisions. However, we will show that an alternative specification, where

households are categorized based on their realized individual volatility rather than the

industry group they belong to, leads to an arbitrary categorization.

We then estimate the difference in increased borrowing between households that faced low

and high income volatility during the years leading up to the global financial crisis. We

employ a difference-in-differences model with a treatment group consisting of households

whose head worked in an industry characterized by high earnings volatility, and a control

group of households whose household head worked in an industry characterized by low

earnings volatility. The treatment is the policy intervention of the Gramm-Leach-Bliley Act

(GLBA). The GLBA, implemented in 2000, replaced the Glass-Steagall act, and facilitated

the consolidation of investment and commercial banks, paving the way for the creation of

financial conglomerates. (Grant, 2010) It expanded the range of credit products offered to

consumers by enabling banks to engage in proprietary trading and invest in riskier financial

products (Grant, 2010; McDonald, 2017; White, 2010). We argue that this led to increased

competition in the credit industry, enhancing credit accessibility. Furthermore, we

hypothesize that households’ reactions to the GLBA varied based on their income volatility,

due to the need to cushion their consumption against idiosyncratic income shocks, as well as
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potentially differing levels of prior credit access. The treatment effect will thus according to

our hypothesis be much stronger for the treatment group.

Our main model specification revealed a greater increase in borrowing in response to

increased credit availability for the individuals that worked in high volatility industries than

for the control group; however, this increase was statistically insignificant, preventing us

from rejecting the null hypothesis that the household head's employment in a high volatility

industry does not impact household borrowing behavior. This finding, while statistically

insignificant, would suggest a potential positive relationship between income volatility and

borrowing behavior, aligning with theories proposed by Krueger and Perri (2006). If our

estimates had been statistically significant, it would have indicated that individuals in high

volatility industries responded to increased credit availability by borrowing more than their

counterparts in low volatility industries. However, a robustness check to the methodology of

indexing industries as having high or low inherent earnings volatility gave a (statistically

insignificant) estimated effect of the opposite sign. We interpret our failure to establish a

relationship between income volatility and borrowing behavior not as evidence of an absence

of such a relationship, but rather as indicative of a flawed methodology. Among the issues in

our methodology are unobservable factors such as attitude towards risk, educational

background, and the presence of spillover effects, as well as potential endogeneity of

treatment.

The structure of this paper is as follows: Section 2 provides background on the topic and an

overview of the current literature pertaining to the interplay between inequality, credit, and

financial crisis. Section 3 delineates the existing research gap within the empirical literature

that this study seeks to address, and elucidates how our work contributes to the broader

literature. In section 4 we describe our data. Section 5 is dedicated to the methodology that

we have adopted for our study. The empirical results derived from our

difference-in-differences models are presented in Section 6. In Section 7, we interpret the

economic and statistical significance of our findings. Section 8 engages in a critical

discussion of the limitations of our methodology, particularly focusing on why we were

unable to conclusively establish a causal link between earnings volatility and credit behavior.

Lastly, Section 9 provides a summary and conclusion, encapsulating the main findings and

implications of our study.
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2. Background and Literature Review

2.1. Credit Affects the Risk of Financial Crisis

Since the 1970s, economists such as Minsky (1977) and Kindleberger (1978), have

highlighted the role of credit in financial vulnerability. Many more recent studies have found

empirical evidence that credit is a robust predictor of financial crises. One particularly

noteworthy study is Schularick and Taylor (2012), which provides compelling evidence of

the link between credit growth and financial crises. The paper analyzed data from 14

advanced economies between 1870 and 2008 and tested, among other things, one element of

the credit view argument, namely that financial crises can be seen as “credit booms gone

wrong”. The study found that rapid credit growth was a robust predictor of financial crises.

According to the authors, credit booms are often associated with financial instability because

they lead to a buildup of debt, which can trigger a crisis when borrowers are unable to repay

their loans - which is in fact what occurred in the global financial crisis of 2008. Credit

aggregates indeed contain valuable information about the likelihood of future financial crises.

2.2. The Nexus of Inequality, Credit, and Financial Crisis

While the relationship between rapidly rising credit and financial crisis is well-established in

the literature, the role that income inequality plays in this context is still the subject of some

debate and requires further examination. As shown below, there is some evidence to suggest

that income inequality can exacerbate financial instability, but the causal relationship between

inequality and credit remains an open question and requires further research.

There are several theoretical explanations for why inequality might drive household credit

growth. A negative relative income shock to households could motivate increased borrowing

as a means of consumption smoothing. However, Friedman's (1957) permanent income

hypothesis suggests that increased leverage is only a rational response if the income shock is

perceived to be temporary. If the income shock is perceived as permanent, it would be

irrational for households to respond to negative income shocks by increasing their leverage.

However, there are reasons to not expect consumers to abide strictly by the permanent

income theory. First, there may be errors in expectations - households may incorrectly

determine the nature of the shock. Furthermore, there may be a behavioral explanation for
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irrational behavior in relation to the permanent income hypothesis. One explanation is that

growing income inequality may stimulate a “keeping-up-with-the-joneses” effect, also

referred to as the relative income hypothesis, a theory that contradicts the permanent income

hypothesis. Both terms describe the phenomenon where an individual's consumption behavior

is influenced by the consumption behavior of others around them, especially those with

higher income or social status. If individuals are unable to “keep up with the Joneses” with

their income, they might turn to borrowing. Dijk et al. (2010) have found support for this

notion using a model that predicts the ways that savings rates respond to changes in both

one's own and others’ permanent income. They poignantly formulate the core idea of the

relative income hypothesis: “The pain of enduring lower relative living standards today can

be experienced directly. In contrast, the pain of enduring lower relative standards in the future

can only be imagined.”

As for empirical evidence, Bertrand and Morse (2013) provide evidence of "trickle-down

consumption”: Using CEX data, they found that middle-income households would have

saved 2.6-3.2% more by the mid-2000s if top incomes had grown at the same rate as median

income, suggesting that rising income and consumption at the top of the income distribution

since the early 1980s have led lower-income households to consume a larger share of their

income. While household debt was not the topic of their study, it lends further credibility to

the relative income hypothesis.

2.3. The Savings Glut of the Rich

One frequently posited causality chain suggests that increased (permanent) income inequality

leads to increased borrowing by those experiencing a decline in income share, while

simultaneously promoting lending by those with rising income shares, essentially resulting in

the less affluent borrowing from the more affluent (See for instance Kumhof et al., 2015;

Mian et al., 2019; Rajan, 2011). This surge in credit is then argued to subsequently elevate the

risk of a financial crisis. Kumhof et al. (2015) developed a theoretical model with an

internally consistent mechanism that captures this phenomenon, wherein top earners,

following a series of positive income shocks, consume a relatively smaller portion of their

wealth and instead channel it into loans to bottom earners. Their model implies that this

mechanism enables bottom earners to sustain their consumption levels, and that the

consequent expansion of the bottom earners' debt-to-income ratio induces financial
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instability, ultimately increasing the likelihood of a financial crisis. Mian et al. (2019) provide

empirical evidence for this theory by examining who ultimately holds U.S. household debt as

a financial asset. They were able to show that the primary source of financing for U.S.

households debt is U.S. households, and when allocating financial debt along the wealth

distribution, they found that net household debt positions since the 1980s suggest that rich

Americans increasingly financed the borrowing of non-rich Americans.

2.4. Evidence to the Contrary

In this context, we would be remiss not to mention factors other than income inequality that

may be driving demand for credit. When Bordo and Meissner (2012) studied the effects of

income inequality on credit growth, using data from 14 advanced economies over a period of

80 years, they found that after controlling for interest rates and GDP growth, the effect of

rising top income shares on credit was no longer robust. They find little evidence connecting

credit booms and financial crises to increasing inequality. Instead, according to Bordo and

Meissner, the two key determinants of credit booms are economic expansions and low

interest rates, which they argue is more consistent with the broader literature on credit cycles.

While Bordo and Meissner's study is informative, it should not be taken as the final word on

the subject. Several other studies in the literature suggest that increasing income inequality

may put downward pressure on interest rates, as the high saving rates of the rich leads to a

downward pressure on aggregate demand in the economy, as Mian et al. (2019) note. See for

example, Fitoussi and Saraceno (2010), Stiglitz (2016), and Rachel and Summers (2019). If

income inequality is driving the savings glut of the rich, it may be playing a role in reducing

interest rates, which would lead Bordo and Meissner to obtain a downward biased estimate of

the relationship between income inequality and credit.

2.5. Volatility as a Source of Inequality

An alternative explanation for why Bordo and Meissner were unable to identify a correlation

between inequality and credit may lie in their focus on an inappropriate form of inequality.

As explained in the introduction, when income inequality is measured as the dispersion of

income by employing cross-sectional data at a fixed point in time, both the permanent and

transitory elements of inequality are captured. The transient aspect of inequality can be

characterized as individual income volatility. Even if all individuals had identical lifetime
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earnings, some variance in the distribution of incomes would exist at any given moment due

to labor market mobility. As individuals transition between jobs, varying durations of

unemployment may result in reduced income for a particular year. Other factors contributing

to individual income volatility include performance-based remuneration, irregular work

schedules, seasonal employment, policy shifts, re-education, demographic changes, and

more.

2.6. Trends in Income Volatility

In a seminal study on the topic of income inequality and volatility, Gottschalk et al. (1994)

used data from the Panel Study of Income Dynamics (PSID) to show that the literature had

“missed a critical aspect of the widening wage distribution”. There was a growing body of

evidence that showed that the variance of income was widening, which was, and still is, often

interpreted as growing income inequality in terms of permanent earnings. Gottschalk and

Moffitt, thanks to the PSID, could follow the same individuals over a long period of time, and

were thus able to split income variance into permanent and transitory components. They

defined permanent variance as the variance of an individual’s mean wage over a 9-year time

period, and the transitory variance as each individual’s variance around his own mean during

the same period. By splitting income inequality into permanent and transitory variance, they

were able to show that there had been a significant increase in the variance of each

individuals’ earnings between 1970-78 and 1979-87, and crucially, that this observed increase

in the variance of short-term changes in earnings accounted for as much as one-third of the

increase in the variance of earnings from the 1970s to the 1980s. Possible drivers of the

change that took place in that time include more individualistic wage setting as a

consequence of deregulation as well as the demise of pattern bargaining, increased

job-changing rates, and skill-biased technological change.

More studies have followed up the topic using survey data to suggest that labor earnings

volatility has continued to increase in the U.S. after the study period of Gottschalk et al.

(1994). Gottschalk and Moffitt (2009) found that volatility increased in the 1980s and

remained at the same level until 2004, while Elmendorf et al. (2012) found that volatility

continued to increase until the late 2000s. Moffitt and Zhang (2018) found, using PSID data

and a rolling nine-year window for male head earnings, that gross volatility has had a
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three-phase trend, increasing from the 1970s to the 1980s, stabilizing in the 1990s through

the early 2000s, and again increasing strongly during the Great Recession.

However, other studies, like Kopczuk and Saez (2010) have found a smaller increase in

transitory earnings in the 1970s, and that the increase reverted in the late 1980s and 1990s.

Kopczuk and Saez admit that the difference between their findings and that of Gottschalk and

Moffitt could be a result of different sampling techniques. For instance, Gottschalk and

Moffitt focused exclusively on white males. Different sampling techniques and methods

indeed yield conflicting answers regarding the overall trend in individual income variance

over the last decades. Studies using U.S. administrative data have typically found that

volatility has remained constant since the mid-1980s, as found by Dahl et al. (2011).

Bollinger et al. (2011) also found conflicting evidence on the topic. Using both survey and

administrative tax data for the years 1995-2015, they found that earnings volatility was stable

over the period for continuously working men in both survey and tax data. Their results

suggest that there is evidence of stable transitory volatility, but rising permanent volatility

over the past two decades.

In summary, the trend in individual earnings volatility has sparked scholarly debate, with a

substantial body of research indicating a notable rise from the 1970s onwards. Although some

studies have reported more tempered increases or fluctuations in this trend, the

preponderance of evidence suggests that individual earnings volatility has increased over the

last decades. However, the argument by Gottschalk and Moffitt attributing one-third of the

income variance increase from the 1970s to the 1980s to income volatility does not

necessarily apply to later periods. This is because studies, even those documenting an upward

trend in earnings volatility, imply a potential slowdown in this trend from the 1990s to the

early 2000s, even as the total cross-sectional variance of incomes continued to rise, as

illustrated by Bollinger et al. (2011).

2.7. Income Volatility and Credit Behaviour

Krueger and Perri (2006) relied on this literature, documenting an increase in individual

income volatility, to focus on this aspect of inequality to explain the relationship between

income inequality and credit behavior. They utilize data from the Consumer Expenditure

Survey to demonstrate that the rise in income inequality in the United States since the 1980s
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has not been proportional to observed increases in consumption inequality. To investigate the

relationship between income inequality and consumption, the authors develop a "Debt

Constraints Model" (DCM), wherein agents engage in risk-sharing contracts and have the

option to default on their obligations, with the consequences of forfeiting assets and future

risk-sharing opportunities. By increasing the income volatility parameter in the DCM, the

researchers demonstrate that agents shield their consumption from idiosyncratic income

shocks by engaging in risk-sharing through the use of non-collateralized, state-contingent

credit, dependent on the ability of financial markets to adapt to increasingly volatile

individual income. Krueger and Perri contend that if the escalation in income inequality is

partly attributable to increased income volatility, households' demand for credit as a means to

buffer their consumption against idiosyncratic income shocks should increase. Furthermore,

their argument that income volatility should increase the demand for consumption-insulating

credit supports our conjecture that individuals who face high income volatility should be

disproportionately affected by a policy change that decreases borrowing constraints. The

authors conclude by advocating for further empirical research using micro-level data to

examine the underlying mechanisms connecting income volatility and credit behavior, which

aligns precisely with the objective of our paper.

2.7.1. Other Links between Income Volatility and Credit
The impact of increased individual income volatility on borrowing behavior remains a

complex issue, with theoretical and empirical evidence suggesting potential influences in

both directions. Traditional economic behavior models postulate that income volatility leads

to a reduction in borrowing and an increase in precautionary saving. This concept aligns with

the rationale explaining why households experiencing substantial income fluctuations might

resort to credit usage, as individuals with irregular income streams essentially have two

options for maintaining consumption stability: they could either accrue savings during

periods of prosperity when their income surpasses the average, drawing upon these reserves

during leaner times when income falls short, or alternatively, they could resort to borrowing

during periods of lower income.

Adding complexity to the situation, households confronted with high income volatility may

exhibit heightened risk aversion, curtailing their propensity to incur debt due to the looming

threat of potential default. Concurrently, income volatility can adversely impact a borrower's

perceived creditworthiness, thereby making lenders more reticent to extend credit. Carroll
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and Samwick (1998) provide empirical support for the precautionary savings mechanism.

Using PSID data, they regress households' wealth on a measure of uncertainty. They found

evidence supporting the notion that households tend to engage in precautionary saving as a

response to income uncertainty.

On a related note, but examining a different facet of financial behavior, Chang et al. (2022)

used administrative panel data to examine how earnings volatility affects portfolio choices.

They found that households reduce the share of risky financial assets when income risk

increases, reducing their overall risk exposure. Both studies highlight the tendency for

individuals with volatile incomes to eschew risk, albeit via different mechanisms. These

findings could be used to support an argument that households that face uncertain income are

more risk-averse, negatively impacting their willingness to leverage themselves.

Once more, empirical findings in the literature seem to diverge from key economic

hypotheses. Specifically, the Permanent Income Hypothesis, as conceived by Friedman

(1957), does not encompass the notion of precautionary savings. According to this theory,

individuals save to sustain consumption in scenarios such as retirement; however, an increase

in volatility does not translate into increased savings, as that the underlying utility function

does not reflect prudence. Friedman's seminal contribution to economic theory suggests that

households allocate a constant fraction of their permanent income for consumption,

independent of wealth status. Therefore, according to this hypothesis, savings rates are

expected to remain unaffected by variations in household income and maintain consistency

over time.

2.7.2 Psychological Effects of Income Volatility
Beyond the need for households with high income volatility to insulate their consumption

from idiosyncratic income shocks, there may be psychological factors that connect income

volatility and borrowing behavior. A study by DeVoe et al. (2020) found a connection

between income volatility and financial impatience. Their findings suggest that individuals

experiencing more income volatility, including a greater frequency of either income spikes or

dips, are more financially impatient than those who experience income volatility of a lesser

magnitude. Economic and psychological research has previously found correlations between

financial impatience and credit card debt, which may suggest that individuals who face more

volatile income should utilize credit card debt more extensively. For instance, Meier and
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Sprenger (2010) found that individuals with present-biased preferences are more likely to

have credit card debt, and moreover, even after accounting for disposable income, other

socio-demographic characteristics, and credit constraints, these individuals tend to have

significantly greater amounts of credit card debt.

Furthermore, volatile income might lead to increased financial insecurity, creating a decision

environment that discourages long-term planning of personal finances. In a study by Peetz et

al. (2021) the authors studied the causal effect of income volatility on financial impatience.

They found that after only a 30-min task of simulated volatile income, participants were less

likely to save by postponing an immediate payout for a higher, later payout than participants

who completed similar tasks with stable payouts. Their results also support the findings by

Fisher (2010) and Pew Charitable Trusts, (2017); individuals who experience income

volatility tend to have shorter saving horizons, are less likely to report saving, and have lower

motivation to save for retirement. Income volatility has also been associated with higher risk

of mortgage delinquency and missing bill payments (Farrell & Greig, 2019; Diaz-Serrano,

2005). In a more general perspective, this volatility tends to be linked with financial strains

and lower self-reported financial well-being (DeVoe et al., 2020). While there is evidence to

suggest that individuals experiencing income volatility also have more negative financial

outcomes, studies linking volatility in income and financial outcomes may be providing

evidence of a correlational relationship, leaving out the possibility that it is the behavior of

individuals who make worse financial decisions that leads to higher income volatility.

2.8. The Gramm-Leach-Bliley Act

The Glass-Steagall act, also recognised as the Banking Act of 1933, was a federal law in the

U.S which aimed to separate investment banking activities from commercial banking

activities. It was enacted in response to the Great Depression to prevent speculative activities

involving risk-taking which had contributed to the collapse of various banks. It remained in

effect for over six decades until it was partially repealed by the Gramm-Leach-Bliley act

(GLBA) which was enforced in 2000. The latter allowed commercial banks to once again

engage in investment banking activities such as securities underwriting and dealing (Grant,

2010).
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Many critics refer to the GLBA as an important factor leading up to the financial crisis in

2008 (Grant, 2010; McDonald, 2017; White, 2010). It allowed for the consolidation of

investment and commercial banks and removed barriers to the creation of financial

conglomerates. We believe this allowed more banks to engage in proprietary trading and

invest in riskier financial products such as mortgage-backed securities and derivatives.

Hence, banks and other financial institutions could offer a wider range of credit products to

consumers, in terms of personal loans, mortgages and credit cards. We further believe this

increased competition in the credit industry which conclusively resulted in greater access for

credit consumers.
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3. Our Contribution to Existing Literature

There is already evidence of a causal effect of credit on financial stability; however, the link

between income inequality and credit remains elusive. As observed in the literature on this

topic, studies employing macroeconomic variables to examine cross-sectional correlations,

such as Bordo and Meissner (2012), have been unable to find convincing evidence supporting

the notion that inequality is a driver of financial crisis. We argue that both inequality and

financial instability are influenced by numerous factors, making it challenging to understand

the causality chain on an aggregate level in macro cross-sectional studies. By using more

precise measures that are more closely aligned with economic theory, we aim to elucidate the

causality chain between income inequality and financial instability by examining only a

specific part of the mechanism underlying this potential link.

Given that numerous economists have posited increased income inequality as a possible

explanation for the rapid credit growth in recent decades, particularly in the lead-up to the

global financial crisis, we believe that the mechanism of this link merits further empirical

investigation. If income inequality does drive increased borrowing, we aim to identify which

aspect of inequality is responsible. If Krueger and Perri's (2006) explanation - that increased

credit can be partially attributed to a response to greater income risk (volatility) - is accurate,

the increase in credit can be interpreted as improved risk-sharing among groups, and is

arguably less problematic than other explanations documented in our literature review.

Our contribution is thus to clarify how inequality is linked to financial instability and to

thereby enhance the understanding of the mechanisms underpinning the findings of this

literature. We achieve this in two ways: first, by examining one specific type of inequality -

volatility - which is expected to impact consumer credit; second, by not focusing on how

income volatility affects overall financial stability, which is influenced by numerous factors.

Instead, we investigate credit, which is known to affect financial instability, but is more

closely related to consumer behavior. Furthermore, we investigate not only the relationship

between earnings volatility and total debt, but also the relationship between earnings

volatility and credit card debt, as the psychological literature suggests a specific relationship

between volatility and this kind of borrowing,
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If a correlation between income inequality and financial instability exists, we hope to

determine the reasons behind this correlation and its origins. A robust theoretical framework

underlies the link between volatility and credit; therefore, if we can find evidence supporting

the notion that consumers with higher income volatility have a higher tendency to increase

their leverage, we can assert that this channel - linking the need for consumption smoothing

of households and credit - is important for explaining the macro correlation between

inequality and financial instability.
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4. Data Description
In regard to the gathering of data, the PSID will be used. The PSID, or the Panel Study of

Income Dynamics, is a U.S. household panel survey that began in 1968, making it the longest

running longitudinal household survey in the world. The PSID has been instrumental in

providing researchers with insights into microeconomic behavior, and in relation to our topic,

it has frequently been used to study trends in income volatility, as it allows for the possibility

of following the same individuals over time. The PSID transitioned from annual to bi-annual

surveys in 1997. We thus only have biannual data after 1997. For consistency, since our

period of study overlaps 1997, we exclusively use biannual data throughout the entire paper.

4.1. Variable Description

The PSID code and the interview questions for all our variables are given in section A.4 in

the Appendix. The crucial PSID variables for our analysis are the industry variable, earnings

of household head, and three debt variables. The industry variable is an ordinal variable

collected each year with the range 0-12, where each value corresponds to the industry that the

household head worked in during that survey year, and 0 represents unemployment. The

industries are based on the 3-digit industry code from the 1970 Census of Population. The

twelve industries defined are: Agriculture, Forestry, and Fisheries; Mining; Construction;

Manufacturing; Transportation, Communications, and Other Public Utilities; Wholesale and

Retail Trade; Finance, Insurance, and Real Estate; Business and Repair Services; Personal

Services; Entertainment and Recreation Services; Professional and Related Services; and

Public Administration.

The earnings variable we use is the wages or salaries of the household head before taxes or

transfers, henceforth referred to as earnings for brevity. It does not include bonuses, overtime,

tips, or commission. The data on earnings is lagging one year, meaning survey data on

earnings in e.g. 1991 relates to income earned in 1990, etc.. The household head has

historically been used to refer to the husband in a heterosexual married couple and to a single

adult of either sex. The PSID replaced the term ‘household head’ with the term ‘Reference

Person’ in 2017, but this change was not retroactive, meaning that for the purpose of our

paper, in which we use data from before 2017, we continue to use the term head.
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We further construct our own debt variable, henceforth referred to as Total Debt, as the sum

of the three debt variables we have available to us in our PSID dataset; First Mortgage,

Second Mortgage, and Other Debt. The mortgage variables represent the principal left on an

interview subject’s first and second mortgage, and the variable Other Debt captures any other

debt that the individuals in the household may have, including credit card charges, medical or

legal bills, and loans from relatives, but importantly, not vehicle loans. This is a weakness of

the sample, given that vehicle loans are one of the biggest categories of non-mortgage debt

according to the New York Fed quarterly report on household debt and credit (2022).

4.2. Limitations of our PSID sample

Our sample encompasses the years 1990 to 2017; however, due to data limitations, the

industry variable is only available until 2001, and data on debt is accessible from 1999

onwards. This has implications for our methodology, as we explain in the Research Design

section.

Participation in the PSID is voluntary, meaning there is sample attrition. Fitzgerald et al.

(1998) found evidence to suggest that attrition rates are positively correlated with past

income volatility, which might result in PSID having families who are more stable than the

population at large over time. This means we have a case of selective attrition, which might

bias our estimation of the relationship between income volatility and debt. It would be ideal

to address this issue by for example employing inverse probability weighting, but we lack

both the time and the data required for doing so. We therefore accept this as a limitation on

our study, and instead drop individuals who do not have full participation.

In the analysis of income volatility across different industries, it is important to consider the

issue of imputation in the PSID. A fraction of earnings values are imputed in the PSID for

various reasons, such as "do not know" responses, refusals to answer, implausible values

indicating response error, and more (Moffitt & Zhang, 2018). The imputation procedures for

income in the PSID have evolved over time, using different methods and variables depending

on the type of income being imputed (Duffy, 2011). Unfortunately, our PSID dataset does not

give us the ability to identify which observations are imputed, and therefore, we cannot

directly examine the potential impact of imputation on our analysis. We rely on the findings

of Moffitt and Zhang (2018) to support our decision to ignore this aspect in our estimation of
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income volatility across industries. They examined the sensitivity of their analysis of income

volatility to imputed income observations and found that there was little difference in trends

when including or excluding imputed observations, suggesting that imputed observations are

either ignorable or the imputation process adequately corrects for any nonignorability.

The PSID is biannual, meaning we lose half of the yearly earnings realizations. Furthermore,

even yearly intra-year income volatility can mask month-to-month variation. For example, a

worker in a seasonal industry may earn the majority of their yearly income in a select few

months of the year, and have low earnings in the rest of the year. Any PSID measure of

earnings volatility will thus not capture the full income variation that some individuals

experience.

The reliability of the earnings reported in the PSID surveys has at times been questioned.

However, Bound et al. (1994) examined the reliability of PSID earnings data by comparing

payroll records to PSID-worded survey responses from the same individuals and found a

reliability ratio of 0.75, which is relatively high.
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5. Research Design
We want to split the sample into individuals who face high and low earnings volatility,

respectively, to study differences in their behavior. An intuitive approach would be to split the

sample using the realized earnings volatility of each individual, and categorize them as high

or low volatility individuals depending on whether they belong to the upper or lower half of

the entire sample’s distribution of individual earnings volatility. However, such an approach

would likely capture earnings volatility that is less inherent, and more susceptible to

endogenous, self-imposed factors. It could be, for example, that individuals in the upper half

of the volatility distribution in any given period were simply extremely lucky or unlucky in

that specific period, or that they for whatever reason chose to change their behavior in some

way during the measured period, such as going on parental leave, taking time off from work

to study or travel, etc., which would impact their earnings volatility. The intrinsic earnings

volatility that individuals face would be difficult to disentangle from endogenous,

self-imposed volatility.

We argue that industries inherently exhibit diverse income volatility profiles due to their

unique structural characteristics and external market conditions. For instance, certain

industries may subject their workers to more individual earnings volatility due to the

prevalence of project-oriented and seasonal employment, or performance based pay, resulting

in a non-uniform income pattern. Additionally, some industries may be more sensitive to

macroeconomic variations, rendering workers susceptible to income shocks due to changes in

the broader economic environment. Conversely, other industries may offer more stability in

terms of earnings. They may to a greater extent offer salaried contracts and be subject to

stricter regulation, ensuring a more steady income stream regardless of economic climate.

Therefore, it is expected that individual earnings volatility would be inherently higher in

some industries than others.

Using industry-level income volatility to index individuals as high or low volatility ensures

that the high and low volatility groups are structurally distinct from each other, as they are

defined based on the inherent characteristics of the industries in which individuals work. This

approach allows us to better capture the type of volatility that affects entire occupational

categories, such as changes brought on by technological advancements or foreign

competition, rather than volatility caused by specific changes in personal circumstances.
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Using industry-level income volatility thus helps to disentangle intrinsic earnings volatility

from self-imposed volatility, providing a more robust predictor of borrowing behavior. We

visualize the benefit of using industry-level income volatility in section 5.1.1. in figure 3.

As a consequence of using this method to create the high and low volatility groups, we must

use the income of the household head, who is the individual for which we have data on the

industry they worked in, to create the measure of earnings volatility that households face,

rather than for example the total household income. This is a drawback because a household

is likely to make borrowing and saving decisions based not only on the income of the

household head, but the total household income. Furthermore, many households rely on

public payments or transfer payments, such as unemployment insurance or social security.

Such transfers can reduce volatility of disposable income, as they often are interdependent

with labor earnings. Our measure of volatility does not capture these payments, which further

detaches it from the income that households use as a basis for financial decision making.

These issues are likely to obfuscate the potential link between earnings volatility and

borrowing behavior.

On the other hand, utilizing a different measure of earnings, such as household income that

includes earnings from other household members could make it more difficult to ensure that

volatility is idiosyncratic. A significant portion of the volatility in women's earnings is likely

attributable to their propensity to take parental leave more frequently and leave employment

for child-rearing and domestic responsibilities. This could potentially influence our results, as

for example households with more children may exhibit greater volatility in household

income. Notably, this form of volatility would not be idiosyncratic, as having children in

most cases is a deliberate choice that households plan for.

Due to the unavailability of industry data after 2001 and debt data prior to 1999, we cannot

examine the transitions between industries after 2001 or the growth of debt before 1999.

These limitations necessitate a bifurcated methodology, relying on two distinct samples for

our investigation. In the first part, we employ a sample of household heads from 1991 to 2001

to determine the inherent volatility of various industries and categorize them as high or low

volatility, thus creating our treatment and control group. The second part of our analysis

involves a separate sample of households from 1999 to 2007, which is used to estimate the
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impact of employment in the previously identified high or low volatility industries on credit

behavior. In this second part, based on the findings of the first part, we construct our

treatment and control group based on whether individuals work in high or low volatility

industries, and the econometric specification of the difference in difference model.

Our approach requires us to make certain assumptions. First, we assume that the relative

relationships between the earnings volatility of different industries remain consistent between

the two sample periods. Second, regarding the second part of our study, we assume that the

industry an individual was employed in during 2001 persists throughout the remainder of the

study period. This second assumption restricts the number of post-treatment periods we can

include in the regression, as the likelihood that individuals remain in the same industry

decreases with each year that we move away from 2001. The choice of focusing on the period

from 1999 to 2007 is thus in part a consequence of this sample limitation, however, it is also

a logical choice to study debt growth leading up to the global financial crisis, which serves as

a prime example of a debt-driven financial crisis.

5.1. Part One - Determining High and Low Volatility Industries

We want to use earnings from as many years as possible to construct the measure of average

industry-level earnings volatility, to ensure that the averages accurately represent the inherent

income volatility of the different industries. Since we only have data on the industry variable

between 1991 and 2001, we use these years, and require that they have full participation to

get a consistent measure of biannual intra-year income volatility. We then remove individuals

who were students or retired during this period, following Dahl et al. (2012). This serves to

avoid capturing income variance that can be associated with planned transitions. Since we do

not have data on whether an individual is a student or retired, we assume that household

heads who are aged lower than 25 or above 60 fall within these categories. Following many

other studies of individual income volatility, we also drop the top and bottom 1% earners over

the period to limit the effect of outliers, following among others Carroll and Samwick (1998).

We then construct a new time-invariant variable that represents the industry that an individual

spent the majority, if not all of the years, working in during the period. We drop individuals

who were unemployed for the majority of the period, as the income volatility of individuals

who were unemployed for the majority of the period cannot be representative of any one

industry. Table A.1 in the appendix reports how our restrictions impacted the sample.
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While many studies on income volatility drop individuals that have zero income in any year,

following Dynan et al. (2012), we do not. As they argue, an analysis of income volatility

should include even drastic events such as job loss, because they likely have a large impact

on the welfare of households, and arguably represent the most important cases of volatility,

seen from the household’s perspective. If individuals are more likely to lose their jobs and

remain jobless for an extended period in certain industries, our measure of the income

volatility of those industries should capture that fact. However, this choice forces us to

manipulate our dataset, as our measure of volatility requires that we take the logarithm of

income, which is not defined for zero values. Furthermore, as mentioned in section 4.2., the

PSID measure of household head earnings does not capture other sources of income, such as

income from social security or unemployment insurance and/or benefits. Thus, we argue that

the high incidence of 0 yearly earnings in the PSID is likely not representative of the real

outcomes for individuals. We therefore bottom code household head earnings that are near or

equal to zero to a more realistic lower bound. Specifically, we follow the method adopted by

Jensen and Shore (2015), using earnings from a half-time job (1000 hours per year) at the real

equivalent of the 1991 federal minimum wage ($4.25 per hour). This also serves the purpose

of preventing extreme observations of our measure of volatility caused by movements around

$0.

Next, we construct a measure of the individual earnings volatility of each household head

over the period. We use a standard variance formula and take the logarithm of earnings.

Taking the logarithm is motivated by a desire to treat income shocks of the same proportion

equally. For instance, an income shock from $30 000 to $15 000 will likely have a greater

welfare impact on a household than a shock from $80 000 to $65 000. Let y be the logarithm

of earnings; be the value of y for individual i in year t; and be the mean of over𝑦
𝑖𝑡

𝑦 𝑦
𝑖𝑡

period . The volatility of earnings (v) is computed as follows:𝑇
𝑖

=σ
𝑣
2 1

𝑇
𝑖
−1 𝑡=1

𝑇
𝑖

∑  (𝑦
𝑖𝑡

− 𝑦)2

Many other studies use measures of volatility that are symmetric with respect to the measure

of earnings, however we have no need for symmetry, as our focus is not to study the trends or
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various aspects of earnings volatility, but rather to use it to be able to categorize industries as

having high or low inherent earnings volatility. Furthermore, most other studies have used

more sophisticated methods of measuring income volatility, for instance using error

component models that decompose income into persistent and transitory components, where

volatility is the short-term fluctuations around the trend, as pioneered by Benus and Morgan

(1972). For the sake of time and complexity, we do not make this distinction, and instead

measure what could be termed ‘gross’ volatility. In the sections that follow, we refer to the

measure as earnings volatility, or simply volatility.σ
𝑣
2

We discount the earnings of the household heads to 1990 dollars, using the CPI from the U.S.

Bureau of Labor Statistics, which helps to ensure that the wage growth that can be explained

by inflation does not enter our measure of volatility. Remember that while the period we use

to study volatility of industries is 1991-2001, the data on income is lagging one year, meaning

1991 income is actually the income earned in 1990.

Table 1 reports summary statistics of our gross volatility measure over the period 1990-2000,

and figure 1 visualizes the results in a histogram for the entire sample.

Table 1
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Figure 1

Next, we categorize the industries that individuals work in as high or low volatility industries,

depending on whether the mean earnings volatility of individuals who worked in a given

industry exceeds the total sample mean volatility.

Two of the twelve industry categories, namely the Mining industry and the Entertainment &

Recreation industry, have very small samples (18 and 13 individuals, respectively). As these

groups are too small for us to confidently estimate the average level of income volatility in

them, we exclude them from our sample.

An issue with the approach of using industry-level earnings volatility to index individuals as

facing high or low earnings volatility is that not all individuals stay in the same industry over

the entire period. Table 2 shows the frequency of individuals changing industries during the

period 1990-2000.
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Table 2

We could handle this issue by dropping individuals that work in more than one industry over

the period 1990-2000. However, this strategy would lead to a substantial reduction in sample

size, from 1,994 to 987 individuals. This diminished sample size could potentially undermine

the robustness of our results, as several industry groups would become too small for a

confident estimation of their inherent earnings volatility. In addition, the group of individuals

who remain in a single industry over a decade might not accurately reflect the characteristics

of the broader population. These individuals might possess unique attributes, distorting the

representativeness of our sample. Given these considerations, we opt to classify an

individual's industry based on the industry in which they spent the majority of the measured

period. This approach allows us to maintain a more substantial and representative sample.

Table 3 reports the mean and median earnings volatility of each industry, as well as the

number of individuals who spent the majority of the period working in them. The histogram

in figure 2 visualizes the categorization of industries that follows from the results given in

table 3.
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Table 3

Figure 2

The dashed line in figure 2 represents the total sample mean earnings volatility, which is

0.297. We categorize Industries above this line as high volatility industries, and industries

below this line as low volatility industries. We thus categorize Agriculture, forestry, and

fisheries; Construction; Finance, insurance, and real estate; Business and repair services;
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personal services; and Professional and Related Services as high volatility industries.

Henceforth, we refer to individuals who work in these industries as the high volatility group,

and others as the low volatility group.

For completeness, we include a sensitivity analysis in section A.5 in the Appendix , where we

present the results of an alternative approach that excludes individuals who change industries.

Importantly, our classification of industries into high and low volatility categories remains

robust, demonstrating no significant sensitivity to the exclusion of individuals who transition

between industries.

As becomes evident in figure 2, two substantial industries are proximate to the cutoff:

Wholesale and Retail Trade, positioned slightly below, and Professional and Related

Services, positioned slightly above. The proximity of these two industries, which collectively

represent 30% of the entire sample, to the cutoff may result in an arbitrary classification as

high or low volatility. Moreover, the categorization of all other industries remains robust

when altering the central tendency measure and cutoff to the median instead of the arithmetic

mean; however, these two industries switch positions. Wholesale and Retail Trade has a

median volatility surpassing the total sample median volatility, while Professional and

Related Services has a median below the total sample median volatility. This robustness

check is important, because as can be inferred from both figure 2 and table 3, the mean

volatility of both the total sample and each industry is significantly higher than the respective

median volatility because there is a significant positive skew. No apparent justification exists

for favoring one methodology over the other; therefore, to ensure the robustness of our

approach of utilizing the arithmetic mean, we offer an alternative specification of the models

in the second part, wherein we exclude these two industries, henceforth referred to as the

robustness check sample.

Moving forward with the main sample, we provide summary statistics of the high and low

volatility groups as defined above in table 4 and visualize the different realized earnings

volatilities of individuals in the high and low volatility groups, respectively, with the box

plots in figure 3.

30



Table 4

Figure 3

To visualize the argument that employing realized individual earnings volatility directly as an

index for high or low volatility individuals might result in arbitrary classification, we present

Figure 4. In the first plot of Figure 4, individuals are indexed as high or low volatility if their

realized individual volatility between 1991 and 1995 is above or below the sample median

individual volatility during the same period, cutting the sample in half. Subsequently, the

rolling three-year mean variance of log earnings for the two groups is plotted separately. In

the second plot of Figure 4, we apply the industry-level volatility method as previously

described, but with a shorter time frame to facilitate comparison between the two methods.
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The rationale for utilizing a reduced period for these plots is to illustrate how volatility

evolves over time for both groups.

Figure 4

The plots in Figure 4 illustrate that directly using realized individual earnings volatility for

classification results in arbitrary distinctions between individuals facing high or low

volatility, as the difference in earnings volatility between the groups generated in this manner

lacks structural consistency, as demonstrated by the strong convergence between the groups

over time in the first plot in figure 4. By employing the industry-level method, the disparity in

income volatility between the groups is evidently less sensitive to time, as they do not exhibit

such a pronounced convergence, although the overall difference between the groups is

smaller. This outcome is anticipated because numerous individuals in high volatility

industries may not experience volatile income and vice versa, as illustrated in the box plots in

figure 3. This figure further motivates our decision to employ industry-level volatility as a

metric for distinguishing high or low volatility individuals.
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5.2. Part Two - Estimating the Causal Effect of Working in a High Volatility

Industry

We now turn toward the estimation of the effect of working in a high volatility industry. The

motivation for employing a difference-in-differences (DiD) model is primarily based on such

a model’s ability to estimate a causal effect. Another key strength of the DiD methodology is

its ability to control for time-invariant unobserved heterogeneity, which may be confounding

the link between earnings volatility and borrowing. As our treatment and control groups are

defined based on their employment in high and low volatility industries, respectively, they are

likely to differ systematically in ways that we cannot observe in our data. By comparing the

changes over time between these two groups, the DiD model helps to mitigate the influence

of such characteristics.

Additionally, the DiD method allows us to exploit the natural experiment provided by the

enactment of GLBA. The implementation of the GLBA can be interpreted as a shock of

exogenous nature to credit availability, enabling us to compare borrowing behavior before

and after the enactment. This temporal variation adds a layer of control for possible

confounding factors.

Importantly, our hypothesis posits that households experiencing higher income volatility are

more susceptible to income shocks, thereby increasing their demand for credit as a

mechanism to buffer their consumption against the unpredictability of income, an argument

bolstered by Krueger and Perri (2006). Consequently, we anticipate that these households

exhibit a heightened latent demand for credit to facilitate consumption-smoothing. This

underpins our hypothesis that reactions to the GLBA would differ according to the degree of

income volatility, with households facing higher earnings volatility being more responsive

due to their need to insulate consumption against idiosyncratic income shocks and potentially

varying levels of previous credit access. This results in a stronger treatment effect for the high

volatility group relative to those with more stable incomes. The DiD model is thus well suited

to test this hypothesis, as it focuses on estimating differential changes over time between

groups.
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We estimate the level of income volatility faced by households using the earnings volatility of

the primary income earners in these households, which is in turn gauged based on the

industries in which they are employed. We categorize households as high volatility - forming

our treatment group - if the industry of employment for the household head exhibits high

inherent earnings volatility. The borrowing behavior of these households is then compared to

that of our control group, which consists of households where the primary income earner is

employed in industries characterized by low inherent earnings volatility.

As we only have observations of our debt variable from 1999 and later periods, we are

confined to this period. We create a new subsample of our PSID dataset, placing the same

sample restrictions as in part 1. This includes the requirement for full participation from 1999

to 2007, exclusion of students and retirees, and the removal of top and bottom 1% earners. As

in part 1, we bottom code household head income to the equivalent of working 1000 hours

with the federal minimum wage of $5.15, which was the federal minimum wage throughout

the whole period 1999-2007, and discount nominal dollar variables to their real value in the

first year, in this case 1999. This only has relevance because we control for income in our

DiD regressions.

As we only have data on the industry variable up to 2001, we have to assume that individuals

stay in the industry they worked in in 2001. We drop individuals who were unemployed in

2001, as well as the industry groups that were too small to estimate their inherent volatility,

i.e. the individuals who worked in the Mining industry or the Entertainment industry in 2001.

we index the individuals that worked in one of the industries that were identified as high

volatility in part 1 in 2001 as high volatility by constructing a dummy variable that is equal to

1 if an individual worked in one of the industries Agriculture, Forestry, and Fisheries;

Construction; Finance, insurance, and real estate; Business and repair services; personal

services; or Professional and Related Services.

The groups in high and low volatility industries should ideally be as similar as possible in all

other aspects other than the inherent volatility they face. We therefore provide summary

statistics on income of the high volatility and low volatility groups in table 5, as we expect

that from the variables we have available to us, income is the most important determinant of
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borrowing behavior. Summary earnings and income statistics of each individual industry can

be found in section A.6 of the Appendix.

Table 5

In terms of earnings and household income, our volatility groups appear to exhibit relatively

comparable characteristics. However, one notable distinction is observed in the high volatility

group, where there is a greater positive skewness in the distribution of household head

earnings, as evident from the fact that the median value deviates further from the mean value

in this group.

5.3. Econometric Specification

Our econometric specification can be written as follows:

𝑌
𝑖𝑡

= α + β
1

× 𝐷
𝑖

+ β
2

× 𝑃𝑜𝑠𝑡
𝑡

+ γ × 𝐷
𝑖

× 𝑃𝑜𝑠𝑡
𝑡

+ δ𝑋
𝑖𝑡

+ ε
𝑖𝑡

where represents the total debt (or other debt, in the alternative specification) of individual𝑌
𝑖𝑡

i at time t; is the time-invariant dummy variable for individuals working in high volatility𝐷
𝑖

industries in 2001 (1 if high volatility, 0 otherwise); is a dummy variable equal to 1 for𝑃𝑜𝑠𝑡
𝑡

years after 1999, when the policy intervention was enacted, and 0 otherwise; is𝐷
𝑖

× 𝑃𝑜𝑠𝑡
𝑡

the interaction term between the high volatility industry dummy variable and the post 1999

control dummy. is a vector of control variables, including log of yearly income, number of𝑋
𝑖𝑡

children, etc., for individual i at time t. is the error term. γ is the DID estimator, whichε
𝑖𝑡

captures the causal effect of working in a high volatility industry on borrowing behavior after

the treatment in 2000 and thus the coefficient of interest in our study.
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The vector of control variables include the logarithm of yearly earnings of the household

head, the number of children in the household, and sex of the household head. These are all

variables that we expect may correlate with borrowing behavior, the most important of which

being income. The number of children in the household is also relevant as larger families

likely tend to live in larger houses or apartments, thus likely requiring larger mortgages.

There are more variables for which we have no data that we ideally would like to control for,

however we defer this issue to the discussion section of the paper.

The choice of appropriate standard errors is crucial to obtain valid inference. We use

cluster-robust standard errors clustered on the individual level. This helps dealing with

autocorrelation of individuals, as well as heteroscedasticity across groups. Autocorrelation

could otherwise violate the assumption that error terms are uncorrelated across observations.

If we did not use clustered standard errors, the standard errors of the estimated coefficients

would likely be biased, making hypothesis tests invalid. Robust clustered standard errors

further allow for dependence within clusters, i.e. within individuals, while maintaining the

assumption of independence between clusters.

As a standard robustness check, we test for multicollinearity of our control variables by

estimating the Variance Inflation Factor (VIF) of each covariate in our regressions. Higher

VIF values indicate higher multicollinearity between the independent variables. A common

rule of thumb is that a VIF value above 10 indicates a potential multicollinearity problem.

The VIF of every covariate is provided in section A.3 of the Appendix. The results give us no

reason to suspect problematic multicollinearity between our independent variables.
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6. Results

In this section, we present the results from our regressions. The results are divided into two

primary segments: the main sample and the robustness check sample. For the main sample,

two key variables are examined - 'total debt' and 'other debt' - which are depicted in separate

tables. Each table comprises four models, with each model progressively adding a covariate

to the regression, thereby allowing us to trace the incremental impact of each variable on the

estimates.

In the second section of the results section, we present findings from the robustness checks

sample. This section replicates the regressions from the main sample, but omits the two

industries whose high or low volatility index was not robust to a change in the measure of

central tendency used for the categorization of industries.

In addition, to further enhance our understanding, we provide graphical illustrations of how

the average 'total debt' and 'other debt' evolved during the period 1999-2007 for individuals

employed in high and low volatility industries. These plots, presented separately for both the

main and robustness check samples, offer a visual representation of the trends and differences

in borrowing behavior.
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6.1. Main Sample Results

Table 6

Total Debt Regression Results - Full Sample

Dependent variable: Total debt
(1) (2) (3) (4)

Post 26,285.830*** 26,184.900*** 27,645.920*** 27,665.220***

(1,661.233) (1,643.190) (1,653.415) (1,653.888)

Logarithm of Income 8,910.225*** 8,655.387*** 8,619.087***

(1,467.193) (1,452.604) (1,459.672)

Number of children in
household

7,450.216*** 7,448.384***

(1,300.478) (1,300.874)

Sex of household head -3,512.943

(8,088.488)

DiD Estimate 1,702.018 1,213.605 1,145.060 1,141.755

(2,650.295) (2,628.180) (2,596.088) (2,596.690)

Observations 13,594 13,594 13,594 13,594

R2 0.039 0.045 0.051 0.051

Note: Data from the
PSID, 1999 - 2007

*p<0.1; **p<0.05; ***p<0.01
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Table 7

Other Debt Regression Results - Full Sample

Dependent variable: Other Debt
(1) (2) (3) (4)

Post 2,417.950*** 2,420.705*** 2,309.109*** 2,309.508***

(379.336) (379.523) (389.931) (391.775)

Log Income -481.040 -463.177 -463.928

(398.217) (398.388) (399.225)

Number of Children in
household

-552.302* -552.348*

(315.164) (315.065)

Sex of household head -71.870

(2,045.820)

DiD Estimate -75.666 -47.978 -39.005 -39.100

(585.216) (586.160) (586.528) (586.808)

Observations 14,088 14,088 14,088 14,088

R2 0.004 0.004 0.005 0.005

Note: Data from the PSID,
1999 - 2007

*p<0.1; **p<0.05; ***p<0.01
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Figure 5

Figure 5 presents the debt plots from the main sample, N = 2685.
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6.2. Robustness Check Sample Results

In this section, we present the results from the same model specifications after dropping the

industries that were not robust to a change in the methodology of the measure of central

tendency of volatility.

Table 8

Total Debt Regression Results - Alternative Sample

Dependent variable: Total Debt

(1) (2) (3) (4)

Post 28,453.020*** 28,394.220*** 30,283.920*** 30,296.830***

(1,991.104) (1,973.187) (2,020.197) (2,020.680)

Log Income 9,086.063*** 8,850.738*** 8,818.987***

(1,812.855) (1,793.633) (1,807.934)

Number of children in
household

7,961.000*** 7,958.502***

(1,728.313) (1,728.823)

Sex of household head -2,551.069

(10,077.750)

DiD Estimate -550.657 -1,066.074 -1,768.707 -1,767.689

(3,410.175) (3,387.255) (3,352.348) (3,352.478)

Observations 9,042 9,042 9,042 9,042

R2 0.041 0.047 0.054 0.054

Note: Data from the PSID,
1999 - 2007

*p<0.1; **p<0.05; ***p<0.01

41



Table 9

Other Debt Regression Results - Robustness Check Sample

Dependent variable: Other Debt

(1) (2) (3) (4)

Post 2,340.895*** 2,340.958*** 2,209.281*** 2,195.096***

(453.207) (453.254) (473.452) (473.741)

Log Income -28.005 -14.605 19.555

(489.569) (491.207) (494.373)

Number of children in
household

-529.204 -526.051

(407.884) (407.974)

Sex of household head 2,753.107

(2,046.942)

DiD Estimate 530.166 531.721 585.437 585.596

(714.702) (718.941) (721.918) (721.798)

Observations 9,380 9,380 9,380 9,380

R2 0.004 0.004 0.005 0.005

Note: Data from the PSID,
1999 - 2007

*p<0.1; **p<0.05; ***p<0.01
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Figure 6

Figure 6 presents the debt plots from the robustness check sample, N = 1909.
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7. Interpretation of Results

7.1 Main Sample DiD on Total Debt - Table 6

The results of our baseline specification using the full sample are provided in table 6. The

coefficient of the interaction term between post GLBA enactment and working in a high

volatility industry is our estimated causal effect of working in a high volatility industry on

total debt during the period. The estimated coefficient, termed DiD estimate, is $1,702 in the

regression without any of the covariates, but drops to around $1,200 when the covariates are

introduced. As expected, the covariates income and number of children in the household both

seem to be relevant for explaining borrowing behavior, with high economic and statistical

significance. However, the sex of the household head does not seem to be an important

determinant of the household’s borrowing behavior.

None of these estimated treatment effects (DiD estimates) are particularly economically

significant, but more importantly, they are all completely statistically insignificant, with a

standard error more than twice as high as the coefficient when covariates are introduced. We

are therefore unable to reject the null hypothesis that the causal effect of the household head

of a household working in a high volatility industry on the borrowing behavior of households

is different from zero.

While the statistical power of our estimate is too low to lay any causal claim, it is still

worthwhile to consider the fact that we found a positive estimate in all specifications of the

regression. If it had been statistically significant, our results from the main specification

regression using the full sample with total debt as dependent variable, would suggest that

Individuals who work in industries with higher inherent earnings volatility responded to an

increase in credit availability by increasing their borrowing by more than their counterparts in

industries with low inherent earnings volatility. Such a finding would support the work of

Krueger and Perri (2006), who used increased individual earnings volatility to explain the

relationship between increased inequality on credit growth.
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7.2 Main Sample DiD on Other Debt - Table 7

Table 7 reports our results from when we run the same regression using Other Debt, which

captures non-housing related debt, as the dependent variable instead of total debt, for the

purpose of investigating the potential psychological relationship between earnings volatility

and credit card debt. The results are weak in this specification as well. The estimate of the

causal effect is even not particularly economically significant in this case either, at between -

$75.7 and - $39, depending on how many covariates we include. Interestingly, it has the

opposite sign from what the literature would suggest. However, the standard errors are an

order of magnitude larger than the estimates, and thus we fail to reject the null hypothesis that

the causal effect is different from zero.

7.3 Interpretation of Debt Plots From Main Sample - Figure 5

In figure 5 we display the average Debt and Other Debt, respectively, over time for

individuals in high and low volatility industries. The plots do not reveal any surprising

differences in trends between the groups, given the results of the regressions. However, we

see that the intercept of the mean debt level, both for total debt and other debt, is higher for

the low volatility industries. In any case, we are interested in the difference in trends and not

the levels in particular.

7.4 Robustness Check Sample DiD on Total Debt - Table 8

The results of our baseline specification using the robustness check sample when we have

dropped two industries are provided in table 8. The DiD estimate in this case is negative

regardless of which covariates are introduced. With all covariates included, it is - $1,768,

which should be interpreted as the amount of debt that households’ whose head worked in a

high volatility industry accumulated over the period in excess of the control group. It is

concerning that this estimate is of the opposite sign from the main sample estimate. However,

the standard errors are very large, at around twice to three times the size of the coefficient

when covariates are introduced, which means that the results are again completely

statistically insignificant.

As we found was the case for the main sample results, the covariates income and number of

children in the household still both seem to be relevant for explaining borrowing behavior,
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with high economic and statistical significance. Again, the sex of the household head does

not seem to be an important determinant of households’ debt accumulation.

7.5 Robustness Check Sample DiD on Other Debt - Table 9

Table 9 reports the results from when we run the same regression using Other Debt using the

robustness check sample. The signs of the DiD estimates are again opposite to the results

from the main sample regressions on other debt, with positive coefficients instead of negative

coefficients. They are much more economically significant using this specification, at

between $530 and $586 in all four models. However, yet again the results are not statistically

significant, although in this case the standard error is not as large as in the other model

specifications. Unlike the results from the main sample regression on other debt, these

estimates are in line with what the literature suggests regarding the relationship between

income volatility and credit card borrowing.

7.6 Interpretation of Debt Plots From Alternative Sample - Figure 6

The plot of total debt over time in figure 6 again does not reveal anything surprising given the

results of the difference-in-difference estimates using the alternative sample. However, the

plot of other debt over time corroborates the positive estimated treatment effect. We see that

average other debt increased at a higher rate for the households whose heads worked in a high

volatility industry, thus providing some superficial support for the notion that individuals or

households that face higher income volatility may be more inclined to take on credit card

debt.
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8. Discussion
The main sample regression results demonstrate a modest positive causal effect of

employment in high volatility industries on total debt accumulation over the period under

study. However, the robustness check regressions - where we removed industries that were

not consistent when altering the central tendency measure used to categorize industries into

high and low volatility groups - displayed a minor negative causal effect. This inconsistency

alone would hinder us from concluding that our investigation uncovered empirical evidence

supporting a causal connection between earnings volatility and credit behavior. However,

outcomes of both the main and robustness check regressions were statistically insignificant,

further amplifying the ambiguity of our findings. In light of these results, we cannot assert a

definitive causal relationship due to the lack of statistical significance.

There are two plausible interpretations for these findings. The first is that there in fact is no

relationship between earnings volatility and credit behavior. The second is that our

methodological or sampling approach may have been flawed, thus inhibiting our ability to

establish a relationship. Given our initial conviction that a relationship should exist, and our

acute awareness of the issues in our methodology, we will use the discussion section to focus

on potential reasons why our methodology may have been unsuccessful in generating

statistically significant and robust evidence.

8.1. Threats to the Validity of the DiD Design

The critical assumption of a difference-in-differences study is the parallel trends assumption,

which refers to the assumption that in absence of the treatment, the treatment and control

group would have followed the same trend. This assumption is necessary for unbiased

difference-in-differences estimation. In our case, this assumption posits that households

whose heads work in high volatility industries would have increased their leverage at the

same rate as the households whose heads work in low volatility industries after the enactment

of the GLBA. This assumption is by definition untestable as we cannot observe the

counterfactual conditional expectation. A widely used method to provide support for the

parallel trends assumption is to simply display the raw data prior to the treatment period and

show that the treatment and control group follow similar trends. As we have explained, we do

not have data on the debt levels of our sample before 1999, which is the only pre-treatment

period. We are thus unable to make this analysis. This is a serious weakness of our
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difference-in-differences approach. However, even if we were able to display the

pre-treatment trends, there is no way to be sure that counterfactual trends in borrowing

behavior would have been the same for the groups post-treatment without further

assumptions about the predictive power of pre-treatment trends.

Another critical threat to the parallel trends assumption is the exogeneity of treatment. If

treatment is endogenous, i.e. it is non-randomly assigned and influenced by unobservable

factors correlated with borrowing behavior, the parallel trends assumption is violated. In our

context, this refers to potential self-selection into industries that have higher or lower income

volatility based on factors that are also correlated with borrowing behavior. Sources of such

self-selection bias could for instance be that individuals with higher education levels or

different risk preferences are more likely to choose to work in industries with high income

volatility, and that these unobserved factors are correlated to borrowing behavior. That would

be a source of self-selection issues, leading to endogenous treatment and biased estimates.

However, we argue that the choice of which industry to work in should not be strongly

correlated to risk preferences, as the degree of industries’ inherent income volatility is not

directly observable to individuals when making career choices. Moreover, this is a choice that

is based on many other factors, such as interests, skills, educational background, and

geographic location. Therefore, we believe that the endogeneity concerns in our study are

mitigated to a certain extent.

To further address potential endogeneity concerns, we should have controlled for more

observable characteristics that might be correlated with both industry choice and borrowing

behavior, such as education and potentially even risk preferences, although the latter is

inherently more difficult to obtain reliable data on. For instance, the high_volatility dummy

may be endogenous, as individuals may choose to work in high or low volatility industries

based on preferences or abilities. This could bias the estimates of the treatment effect and we

thus acknowledge that unobserved factors may affect our results.

Another threat to the validity of the DiD design is the presence of spillover effects.

Individuals in high volatility industries clearly face more earnings volatility, on average, than

individuals in low volatility industries. However, as can be seen in figure 3 and in the

summary statistics of income volatility for our high and low volatility groups in table 4, and

48



as can be deduced intuitively, there are many individuals in the high-volatility industries that

experienced low earnings volatility, and vice versa. The presence of spillover effects

contaminates our treatment and control groups, which can lead to biased estimates of the

treatment effect, making causal inference less reliable. The implication for future research is

that it is important to address the issue of spillover effects by using alternative identification

strategies, restricting the sample to a more clearly defined treatment and control group, or

including additional control variables to account for potential sources of spillover. One

concrete way to address this would be to use a matching or propensity score method to

control for observable differences between the two groups, an approach that we unfortunately

did not have time to pursue.

As the industries that were eliminated in our robustness check sample had mean and median

volatility closest to the total sample mean and median, they are likely the ones affected most

strongly by spillover effects. The effect of spillover effects is thus likely more mitigated in

our robustness-check sample, which showed a (statistically insignificant) negative DiD

estimated coefficient of the effect of income volatility on total debt accumulation. This

provides an argument for the case that this is the specification we should rely on for causal

inference rather than the main sample estimate, which was positive. However, as mentioned,

the inconsistency of the main and robustness check samples, as well as the statistical

insignificance of the DiD estimates, prevent any such claims.

8.2. Issues with our Measure of Income Volatility

A weakness of our study is the fact that PSID is biannual, meaning we lose half of the yearly

earnings realizations. Furthermore, even yearly intra-year income volatility can mask

month-to-month variation. For example, a worker in a seasonal industry may earn the

majority of their yearly income in a select few months of the year, and have low earnings in

the rest of the year. Any PSID measure of earnings volatility will thus not capture the full

income variation that some individuals experience. However, this limitation should not be

detrimental to our efforts to find significant evidence, as it is most probably larger income

shocks that would create a need for consumption insulating credit rather than smaller monthly

fluctuations.
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Another weakness of our volatility measure is the fact that gross volatility only captures

deviations around the mean earnings over the period, thus potentially biasing it toward

capturing volatility that occurred in the beginning and end of the measured period, if incomes

were growing. Taking the gross volatility of different industries could thus capture shocks

that are not transitory, but permanent. Therefore, if some industries experienced higher wage

growth over the period, these increases will enter our measure of volatility, potentially

exaggerating the inherent earnings volatility of these industries. As correct indexation of

industries as characterized by high or low earnings volatility is crucial to our methodology,

this could be contributing to our inability to find significant results.

Another aspect of weakness stems from the fact that we are using the mean volatility as the

cutoff. It's possible that using a different cutoff or defining the groups based on a different

measure of income volatility could yield different results. Therefore, it could be worth

exploring alternative ways to define the groups and testing the sensitivity of the results to

these definitions since the definitions could be interpreted as rather arbitrary.

8.3. Issues Related to the PSID Sample

Another aspect that is important to address is the issue of sample attrition, which as we

mentioned in section 4.2. seems to be correlated with past earnings volatility. This issue may

introduce selection bias into the study, as those with higher income volatility, potentially

those working in high volatility industries, may be underrepresented in the sample. This

selectivity may bias our estimates of the DiD estimate, as the individuals most affected by the

treatment may be systematically missing from the sample. Our sample restriction, which

dropped individuals lacking data for any year in the study period, may have exacerbated this

issue. To mitigate this issue in future research, it would be beneficial to employ strategies

aimed at minimizing data loss, such as imputation methods for missing data, or adjustments

to the sample restrictions to include individuals with partial data. This would ensure a more

representative sample, enhancing the robustness of the findings.

Furthermore, when we run the regression in part 2 we have to remove individuals who were

unemployed in 2001 because we don't know from which industry they were unemployed. If

we had data on the industry they worked in after 2001, we may have found that many of these

individuals went back to work in a given industry, to which they “belonged” even in 2001

50



despite being unemployed. As we motivated previously, being unemployed is an important

outcome and should be counted towards the volatility of industries. This could be

contributing to the insignificance of our results.

9. Conclusion
We were unable to identify statistically significant evidence indicating that households with

heads employed in high volatility industries exhibit different borrowing behavior when credit

access increases. This absence of evidence, however, should not be misconstrued as proof to

the contrary. Our methodology contains several limitations that collectively diminish the

likelihood of obtaining statistically significant results. The most critical of these limitations

include reliance on the household head's attributes alone for determining the volatility index,

despite households increasingly depending on multiple earners, as well as our rudimentary

measure of volatility. It is plausible, and indeed probable, that our conclusion regarding

which industries are characterized by high or low inherent income volatility would differ if a

more sophisticated approach to estimating individual earnings volatility were employed.

However, even if that were the case, the industry-level volatility may not be

individual-specific enough for an analysis of this kind, where spill-over effects make it more

difficult to find statistically significant and unbiased estimates.

There are compelling theoretical justifications for the impact of earnings volatility on

household borrowing decisions. While our study has not been able to establish a relationship,

this should not deter further investigations into this subject area. We encourage researchers to

persist in examining the relationship between volatility and borrowing behavior and hope that

our research can offer guidance on potential pitfalls to avoid.
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Appendix

A.1. Sample restrictions imposed in part 1

Table A.1

A.2. Sample restrictions imposed in part 2

Table A.2
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A.3. Variable Inflation Factor Test

Table A.3
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A.4. PSID Variable description

Table A.4

Note: Data from PSID variable search
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A.5. Table of mean volatility of industries after dropping industry changers

Table A.5.

Figure A.5.1
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A.6. Mean and Median Head Earnings and Household Income of Each

Industry

Table A.6
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